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Abstract

Manufacturing cell formation is an important stage in the development of cellular
manufacturing systems. It focuses on grouping machines, parts, and workers and assign-
ing them to appropriate cells. This assignment is guided by a number of objectives and
is subject to a number of constraints. The focus of this work is on a variant of the cell
formation problem known as the "Generalized Cubic Cell Formation Problem." To solve
the problem, Multi-Objective Evolutionary Algorithms NSGA-II and its variant NRGA
are developed. The performance of NSGA2 and NRGA has been evaluated in terms of
the objectives considered and the computation time. The simulation results show that
the overall performance of NSGA-II and NRGA algorithms is satisfactory. The NRGA,
on the other hand, had a longer execution time.

Keywords : Cell formation, Cellular manufacturing, Generalized cubic cell forma-
tion problem, Group technology, Multi-Objective Evolutionary Algorithms, Multi-Objective
Optimisation, NSGA-II, NRGA



Résumé

La formation des cellules de fabrication est une étape importante dans le développe-
ment des systèmes de fabrication cellulaire. Elle consiste à regrouper les machines, les
pièces et les travailleurs et à les affecter aux cellules appropriées.
Cette affectation est guidée par un certain nombre d’objectifs et est soumise à un certain
nombre de contraintes. Ce travail se concentre sur une variante du problème de formation
de cellules connue sous le nom de "problème de formation de cellules cubiques général-
isées". Pour résoudre ce problème, des algorithmes génétiques multi-objectifs (NSGA2 et
sa variante NRGA) sont développés. Les performances de NSGA2 et NRGA ont été éval-
uées en termes d’objectifs considérés et de temps de calcul. Les résultats de la simulation
montrent que la performance globale des algorithmes NSGA et NRGA est satisfaisante.
En revanche, le NRGA présente un temps d’exécution plus long.

Mots-clés: Formation de cellules, fabrication cellulaire, problème de formation de
cellules cubiques généralisées, technologie de groupe, algorithmes évolutionnaires multi-
objectifs, optimisation multi-objectifs, NSGA-II, NRGA.
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INTRODUCTION

Group technology (GT) is one of the primary applications of cellular manufacturing
(CM). CM emerged as a production strategy capable of resolving specific problems as-
sociated with batch production’s complexity and lengthy manufacturing lead times [1].
Its purpose is to streamline the management of manufacturing industries. By grouping
the production of various components into clusters, the manufacturing management is
reduced to overseeing numerous small entities. The design of these entities, known as
manufacturing cells, is one of the most pressing issues in cellular manufacturing [11].

These cells represent a cluster of machines devoted to the production of a single or
multiple parts. The optimal design for cellular manufacturing would make these cells
independent from one another. The actuality is somewhat more complex. There is still
traffic within and between cells after they have been created. Inter-cellular movement is
the transfer of a component between two machines from different cells. The intra-cellular
movement, however, involves the transfer of a component between two machines within
the same cell. Each component is initially defined by one or more sequences of opera-
tions, and each can be manufactured using a specific sequence of machines. To produce
each part, a specific sequence of machines must be selected. In addition to the part and
machine dimensions, the worker’s dimensions are also taken into account. Due to the
importance of the human factor, it is possible to improve the quality of the CMS design
by grouping workers with similar expertise and skills. This issue is referred to as the Cell
Formation Problem (CFP) in the scientific literature.

The cell formation problem is an NP-hard problem. Consequently, precise methods
cannot be used to solve large problems in a reasonable amount of time. However, meta-
heuristics can produce high-quality solutions in a reasonable amount of time. This study
examines a variant of the CFP known as the Generalized Cubic Cell Formation Problem
(GCCFP). It is characterized by the adjective "Generalized" because each component may
have more than one production plan. However, it is a cubic problem because, in addition
to the part and machine dimensions, the worker dimension must also be considered. At
the level of the problem’s constraints, multiple criteria can be specified. In this study,
three criteria are taken into account: the inter-cellular movement of parts and workers,
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LIST OF ALGORITHMS

the intra-cellular movement of parts, and the quality index.

The ultimate goal is to construct cells and assign parts, machines, and workers to these
cells so that:

• To reduce intra-cellular material handling expenses

• To reduce the movement of parts and employees between cells.

• To maximize the quality index of manufactured parts.

Numerous algorithms have been used in the literature to solve the Generalized Cu-
bic Cell Formation Problem [6]. Yet, at the time of writing this dissertation, None of
them made use of Multi Objective Optimization. In this study, we attempt to measure
the effectiveness of Multi Objective methods to solve GCCFP. For that, two traditional
population-based Multi-objective evolutionary algorithms will be used :

1. Non dominated sorting genetic algorithm

2. Non dominated ranking genetic algorithm

The structure of this master’s dissertation consists of three chapters:

• In the first chapter, the Cell Formation Problem and its variants will be introduced.

• Multi-Objective Evolutionary Algorithms (MOEA) will be discussed in the second
chapter. by describing its Exact and approximate resolution methods and providing
an overview of the previously mentioned algorithms.

• In the final chapter of this dissertation, we will discuss the solution we came up
with for this issue as well as the findings of our investigation. We use a variety
of performance indicators to compare the outcomes produced by our algorithms
with those found by Augmecon-R (multi-objective exact method) and also between
themselves in order to highlight the value and effectiveness of this approach.

• We come to a general conclusion that summarizes the research that was done and
offers some perspectives.
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CHAPTER 1

CELL FORMATION PROBLEM.

1.1 Introduction
Using product-oriented departments to create standardized items in machine firms re-
sulted in reduced transportation as early as the 1920s. This is considered the beginning
of Group Technology (GT). GT is a manufacturing concept that focuses on structuring
and grouping common tasks in order to increase system productivity [1]. Parts are catego-
rized, and parts with comparable features are manufactured together using standardized
techniques. As a result, small "dedicated factories" are emerging as separate operating
units within larger facilities [2].

The group technology principle is to divide the manufacturing facility into small groups
or cells of machines. In this context, the phrase "cellular manufacturing" is frequently em-
ployed. Each of these cells is assigned to a specific family or group of part kinds. Usually,
a cell would have a machining center with the number of skilled operators it needs and
some way to move things around, like a conveyor belt or something similar.

There are several advantages to cellular manufacturing (CM), such as reduced setup
and material handling costs, lower in-process inventories, longer component lifespans, and
better operator competence [1]. The most important part of making a cellular manufac-
turing system (CMS) is the phase called "cell formation" (CF) [3] [4].

Cell formation (CF) is one of the most significant processes in the design of a cellular
manufacturing system (CMS), which involves grouping machines into cells and grouping
parts into discrete families to save costs.Material handling expenses, which include trans-
portation costs between and within cells, are an additional essential aspect of CMS. [5]
The cell formation problem is recognized to be a Non-Polynomial (NP)-hard problem [7].
Hence, developing effective machine grouping algorithms has long been a focus of atten-
tion in CMS design, leading to a broad spectrum of research [2].

3



Chapter 1. Cell Formation Problem.

This chapter will be split into three parts. First, the cell formation problem will be
explained. Then, the Generalized Cubic Cell Formation Problem and its mathematical
model will be laid out.

1.2 Definition of the Cell Formation Problem

1.2.1 The Cell Formation Problem
CFP is defined by its machine-item incidence matrix. The incidence matrix is a binary
matrix with rows and columns representing machines and items; each cell in this matrix
may have a value of 0 or 1 as seen in Table 1.1.

Parts
1 5 3 4 2

Machines 2 1 1 0 0 1
4 1 1 1 0 0
6 1 1 1 0 0
1 1 1 0 0 0
3 0 0 1 1 1
5 0 0 0 1 1
7 0 0 0 1 1

Table 1.1: Example of an incidence matrix.

The solution to the cell formation problem is a configuration that describes the type
of cells that must be constructed, the cell that each machine is assigned to, as well as the
cell in which each component is influenced.

Parts
1 5 3 4 2

Machines 2 1 1 0 0 1
4 1 1 1 0 0
6 1 1 1 0 0
1 1 1 0 0 0
3 0 0 1 1 1
5 0 0 0 1 1
7 0 0 0 1 1

Table 1.2: Example of a two-cell formation of an incidence matrix.

Table 1.2 depicts a binary machine-part incidence matrix. A vacancy is indicated by
the green box, and an exceptional element is shown by the yellow box. A void indicates
that, despite the fact that the machine and the part are in the same group, this machine
will not process the part [8].

4



Chapter 1. Cell Formation Problem.

An exception, on the other hand, indicates that an inter-cellular movement will be
required because the portion will be processed outside of the designated cell. Voids are
undesirable because they make the cell less efficient. In the same way, exceptional pieces
increase processing time and generate additional issues [8].

1.2.2 Generalized Cell Formation Problem
The simple CFP assumes that every component has only one path. In real-life scenarios,
a component may have multiple process paths. The Generalized Cell Formation Problem
(GCFP) is a CFP that looks at many different possible process paths [6].

Figure 1.1: Example of two parts having multiple processing routes.

The preceding diagram (Figure 1.1) illustrates how two components can have multi-
ple processing paths. Both the first and second components in this example have three
processing plans or routes. Each row contains a number of machines that are arranged
from left to right.

In GCFP, it is necessary to define the process plans or routes for the parts. Therefore,
a machine is only required to produce a part if it is included in the route for producing
the part. In this case, the incidence matrix also describes the order of machines that must
be used to make parts [6]. “Although the formation of machine-part manufacturing cells
is the essence of GT, its full benefits cannot be gained without forming "human" cells” [9].

1.2.3 Generalized Cubic Cell Formation Problem
Similar to the Generalized Cell Formation Problem (GCFP), the Generalized Cubic Cell
Formation Problem (GCCFP) is a special case of the Cell Formation Problem (CFP).

5



Chapter 1. Cell Formation Problem.

However, (GCCFP) includes an additional dimension called the human dimension.

In light of the significance of personnel, it is possible that the quality of the CMS
design could be improved by bringing together people whose abilities and levels of experi-
ence are comparable in order to produce part families that are analogous to one another.
The problem is transformed into a GCCFP once the human factor, in addition to the part
and machine dimensions, is taken into consideration [6].

Throughout the entirety of this article, this particular variant will serve as the primary
focal point of our attention.

1.3 Generalized Cubic Cell Formation Problem Math-
ematical Formulation

The formulation and the assumptions that are presented in [6] are the ones that we go with:

1.3.1 Hypotheses and Assumptions
Research on the GCCFP takes the following hypotheses into consideration:

• The capacity of machines and operators is disregarded.

• The sum of the costs associated with the inter-cellular and intra-cellular movement
of the parts constitutes the material handling cost of a particular design.

• The number of cells, as well as the maximum and minimum numbers of machines
that can be contained within a cell, are all known and utilized as parameters.

• There is movement possible both inside of and between cells. When two consecutive
operations are performed on the selected route of a given component in two dif-
ferent cells, inter-cellular movement is produced. However, intra-cellular movement
occurs when two consecutive operations on a component are performed in the same
processing cell.

• Each type of machine and worker is represented by a single instance.

• Using a three-dimensional matrix, the quality of each worker’s treatment of each
component on each machine is specified. The values of this matrix are integers
ranging from 1 to 5, with 1 representing the worst and 5 representing the best
possible outcome. A value of 0 indicates that a particular component cannot be
worked on by a particular operator using a particular machine. These values can be
approximated by conducting an investigation into the previously acquired data as
well as the mistakes made by workers. When the layout of the production system is
being designed for the first time, it is possible to give each worker the same quality

6



Chapter 1. Cell Formation Problem.

standard. Analyzing his credentials and previous work experience is another method
for estimating the level of quality that will be delivered. Following this, a continuous
evaluation can be planned in order to acquire the necessary data regarding the
workers’ ability to produce parts and operate machines. This information could be
used for a future configuration update of the system.

• The inter-cellular movement of workers is determined by the presence or absence of
workers in the processing cells.

• Several workers may be in charge of a component, but each operation on a compo-
nent is given to a single worker and done on a single machine.

• Each component type has a minimum of one processing route. This part will be
manufactured via a single route.

• An operator can operate multiple machines.

1.3.2 The Decision Variables
The GCCFP resolution includes four decisions that must be made:

• Ymk : each machine m being assigned to a single cell k .

• Zwk : the assignment of each worker w to one cell k.

• Rpr : the selection of a unique path r for each component p.

• Xprsmwk : details regarding which employee w will perform a specific task s on a
specific part pr, on which machine m, and in which cell k.

Rpr =

1 if part p is processed according to process route r

0 otherwise

Ymk =

1 if machine m is assigned to cell k

0 otherwise

Zwk =

1 if worker w is assigned to cell k

0 otherwise

Xprsmwk =


1 if operation s of part p along route r is processed

on machine m by worker w in cell k

0 otherwise

7



Chapter 1. Cell Formation Problem.

1.3.3 The Constants
The following symbols are used in the formulation of GCCFP:

• C the total number of cells.

• T the set of cells, T = 1,...,C.

• M the total number of machines.

• P the total number of parts.

• W the total number of workers.

• Rp the total number of process routes of part “p”.

• Oppr the total number of the operations in route “r” of part “p”.

• k the index of cells, k = 1,2, ..., C.

• p the index of parts, p =1,2, ...,P.

• m the index of machines, m =1,2, ...,M.

• w the index of workers, w =1,2, ...,W.

• r the index of process routes.

• s the index of operations within routes.

• UM the maximum cell size.

• LM the minimum cell size.

8



Chapter 1. Cell Formation Problem.

• COp the cost of moving part “p” to an outer cell.

• CLp the cost of moving part “p” inside the same cell.

• CWw the cost of moving worker “w” from a cell to another one.

• aprsm
indicates whether operation “s” in route “r” of part “p”
may be processed on machine “m”.

• bmw a binary parameter indicating whether worker “w” can use machine “m”.

• cwp a binary parameter indicating whether worker “w” can process part "p".

• qpmw
quality obtained for part "p" when it is processed
on machine "m" by worker “w”.

1.3.4 The Mathematical Model
Equation 1.1 represents the objective function of the model. While doing so, it keeps
intra-cellular material handling costs and inter-cellular movement costs to a minimum
and increases the quality index of the parts that are manufactured.

Note that InterCMC is simply the result of adding the equations 1.2 and 1.3 together,
which refer to inter-cellular material handling costs and inter-cellular worker movement
respectively.

Equations 1.4, 1.5, and 1.6 provide the formulas for calculating the inter-cellular move-
ment cost (InterCMC), the intra-cellular material handling cost (IntraCMHC), and the
quality index, respectively. The objective of the model is to achieve a more optimal bal-
ance between these objectives.


min InterCMC

min IntraCMHC

max Quality

(1.1)

InterCMHC =
∑
kϵT

∑
k′ϵT \{k}

P∑
p=1

COp∗

 Rp∑
r=1

Oppr−1∑
s=1

[(
M∑

m=1

W∑
w=1

Xprsmwk

)
∗
(

M∑
m=1

W∑
w=1

Xprs+1mwk′

)]
(1.2)
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InterCMW =
 C∑

k=1

P∑
p=1

Rp∑
r=1

Oppr∑
s=1

M∑
m=1

W∑
w=1

CWw ∗Xprsmwk ∗ (1− Zwk)
 (1.3)

InterCMC = InterCMHC + InterCMW (1.4)

IntraCMHC =
C∑

k=1

P∑
p=1

CIp ∗

 Rp∑
r=1

Oppr−1∑
s=1

[(
M∑

m=1

W∑
w=1

Xprsmwk

)
∗
(

M∑
m=1

W∑
w=1

Xprs+1mwk

)]
(1.5)

Quality =
C∑

k=1

P∑
p=1

Rp∑
r=1

Oppr∑
s=1

M∑
m=1

W∑
w=1

qpmw ·Xprsmwk (1.6)

Subject to :

Xprsmwk ≤ Rpr ∗ aprsm ∗ Ymk ∗ bmw ∗ cwp ∀(p, r, s, m, w, k) (1.7)

C∑
k=1

M∑
m=1

W∑
w=1

Xprsmwk = Rpr ∀(p, r, s) (1.8)

Rp∑
r=1

Rpr = 1, ∀(p) (1.9)

C∑
k=1

Zwk = 1, ∀(w) (1.10)
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C∑
k=1

Ymk = 1, ∀(m) (1.11)

M∑
m=1

Ymk ≤ UM, ∀(k) (1.12)

M∑
m=1

Ymk ≥ LM, ∀(k) (1.13)

Xprsmwk, Ymk, Zwk, Rpr ∈ {0, 1} ∀(p, r, s, m, w, k) (1.14)

Equation 1.7 dictates that an operation s will only be performed on machine m by
worker w within cell k if the following conditions are met:

1. The route to which s belongs is configured to produce the relevant component p
(Rpr).

2. The operation s requires the use of a machine m (aprsm).

3. Since machines cannot be moved between cells (Ymk), machine m is already assigned
to cell k.

4. The machine m is operable by a worker w (bmw).

5. Worker w is able to process part p (cwp).

Equation 1.8 ensures that an operation s will only be performed on a single machine
by a single worker in a single cell if the route to which the operation belongs is config-
ured to produce the component in question. Equation 1.9 indicates that a single route is
established for each component.

The constraint 1.10 verifies that each worker is assigned precisely to one cell.
Constraint 1.11 guarantees that each machine is assigned to a single cell. Constraints 1.12
and 1.13 specify the minimum and maximum number of machines a cell may contain, re-
spectively.

The final constraint 1.14 specifies the decision variables’ logical binary requirements.
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1.4 Conclusion
This chapter provides an overview of the Cell Formation Problem. Initially, we define
their basic versions. Then, we define the version that will be considered in this study, the
Generalized Cubic Cell Formation Problem. Lastly, a mathematical formulation of the
Generalized Cubic Cell Formation Problem is presented.

Our problem falls under the category of NP-hard. These problems are algorithmically
solvable but computationally insurmountable. No exact method exists for locating opti-
mal global solutions to NP-hard problems in polynomial time. Meta-heuristics and fast
approximation heuristics are the most common approaches to finding practical solutions.
In our research, we will employ a multi-objective evolutionary algorithm, which is one of
the most widely used methods for resolving complex, large-scale optimization problems
with multiple objectives. In the following chapter, we will therefore provide an overview
of Multi-Objective Evolutionary Algorithms .
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CHAPTER 2

MULTI OBJECTIVE EVOLUTIONARY
ALGORITHM.

2.1 Introduction
Multi-objective optimization (MOO) is an important part of the field of optimization and
has a big impact in the real world because almost every optimization problem can be
described in terms of multiple competing goals.
The intention was to tackle multi-objective optimization problems as they exist, whereas
most prior methods concentrated on reducing many objectives to a single objective (i.e.,
transforming the problem into a single-objective optimization problem) [10].

Combinatorial optimization (CO) can use either exact or approximate approaches.
By applying meta-heuristics and other approximate methods, we sacrifice the certainty of
identifying optimal solutions in order to obtain good solutions in less time. As a result,
meta-heuristics have garnered increasing attention during the past few decades.

Although computational techniques for multi-objective optimization problems (MOPs)
have been known for some time, the recent application of Evolutionary Algorithms (EAs)
to these issues has greatly boosted the ability to solve large-scale MOPs [11].
The research of Multi-Objective Evolutionary Algorithms (MOEAs) is expanding within
the discipline of Evolutionary Computation. Schafer introduced the first MOEA, the Vec-
tor Evaluated Genetic Algorithm, in 1985 [12].

Numerous EA-based approaches for solving multi-objective optimization (MOP) prob-
lems have been published since then. To solve the Generalized Cubic Cell Formation Prob-
lem, we will employ two multi-objective evolutionary algorithms. NSGA-II and NRGA
are the abbreviations for these Multi-objective Evolutionary Algorithms.

This chapter focuses on Multi-Objective Evolutionary Algorithms (MOEAs). Multi-
Objective Optimization (MO) problems are briefly introduced in Section 2.2. Then, in
section 2.3, we reviewed the potential solutions to these challenges, including both exact
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and approximation methods. The subsequent section 2.4 then introduces and describes
numerous Evolutionary algorithms (EA).

2.2 Multi Objective Optimization

2.2.1 Overview
Multi-objective optimization is an integral part of optimization activities and has a tremen-
dous practical importance since problems in the real world involve multiple competing
objectives. For instance, when purchasing a car, we typically want a powerful one, but
we also want to spend as little as possible, as seen in Figure 2.1 [13].

Figure 2.1: Example of a cost-performance problem.

Clearly, there is no single solution to these problems that is optimal when measured
against all objectives (note that the term "solution" can also refer to an individual or a
point). These problems are examples of a subtype of optimization problems known as
multi-objective optimization problems (MOPs).
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In general, a solution is Pareto-optimal if there are no viable alternatives [13].
which would increase some objectives (increase or decrease depending on whether it’s a
maximization or a minimization problem) without simultaneously decreasing at least one
other objective [14].

The Pareto optimal set, named after Vilfredo Pareto [15], or the Pareto optimal front
(POF), is a plot of vectors that represent multiple trade-off solutions. In this regard, the
search for the optimal solution differs significantly from what we observe in the case of
single-objective problems [13]. The process of resolving MOPs is referred to as multi-
objective optimization (MOO).

2.2.2 Importance of MOO
Multi-objective optimization, also referred to as multi-objective programming, vector
optimization, multi-criteria optimization, multi attribute optimization, or Pareto opti-
mization, is a branch of multiple-criteria decision-making that deals with mathematical
optimization problems that require the simultaneous optimization of multiple objective
functions. Many scientific fields, including engineering, have used multi-objective opti-
mization to make decisions when there are trade-offs between two or more objectives that
may be at odds. In many real-world engineering applications, designers must choose be-
tween competing goals. For instance, a vehicle’s performance may need to be maximized
while its fuel usage and pollution emissions are minimized. A multi-objective optimiza-
tion study should be carried out in these circumstances as it offers multiple solutions that
represent the trade-offs between the various objective functions [19].

A compromise process design could be chosen from a set of non-dominant (Pareto)
solutions produced by multi-objective optimization, which has recently gained prominence
as a crucial tool for decision-making. For instance, Tokos et al.’s [21] bi-objective opti-
mization of the water network in the brewery is just one example of the extensive research
that has been done on finding practical industrial solutions for multiple objectives prob-
lems. A number of environmental measures, including the Environmental Performance
Index [22] and various footprints [23], have been defined and put into use recently because,
unlike the measures of economic performance, choosing environmental criteria is more or
less optional. Due to the potential for a very large number of objectives, some authors
have developed techniques for reducing the number of objectives so that only those that
conflict are retained [24] [18].

Numerous search and optimization problems in the real world are naturally formu-
lated as nonlinear programming problems with multiple conflicting objectives. Due to a
lack of appropriate solution techniques, such problems were artificially transformed into
single-objective problems and then solved. The difficulty arose due to the fact that such
problems generate a set of trade-off optimal solutions (also known as Pareto-optimal so-
lutions) as opposed to a single optimal solution. It then becomes important to find more
than just one [20].
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Due to the absence of a suitable optimization methodology for efficiently locating
multiple optimal solutions, classical methods employ a different approach to solving these
problems. They typically necessitate repeated applications of an algorithm to identify mul-
tiple Pareto-optimal solutions, and in some cases, such applications do not even guarantee
the identification of any Pareto-optimal solutions. In contrast, the population approach
of evolutionary algorithms (EAs) is an effective method for simultaneously discovering
multiple Pareto-optimal solutions during a single simulation run [20].

2.2.3 Approaches and Methodology
Resolving MOPs provides a pareto optimal front, i.e., multiple mutually non-dominating
optimal solutions. Nevertheless, users typically require only a single optimal trade-off
solution from the set [13]. Finding solutions to MOPs requires, as a result, both searching
and making decisions [16]. In support of this claim, the research that has been done thus
far [17] identifies four primary methods as follows:

1. No-preference method: this approach does not utilize preference data. This
method resolves a problem and provides a solution to the decision-maker.

2. Posterior method: also referred to as decision-making after search, this technique
identifies all possible solutions in the non-dominated set and then employs the user’s
preferences to determine the optimal solution.

3. Priori method: unlike the latter method, this one incorporates preference prior to
the optimization process; consequently, it will only produce a single solution, i.e.,
decision-making before search. This approach consistently imposes the user’s bias.

4. Interactive method: This approach, which is a hybrid of the second and third
methods and is known as decision-making during search, employs manual decision-
making to refine the obtained trade-off solutions and thus directs the search.

Since it is less subjective, the second method is generally preferred by the research
community [13] and will be our main focus as well.

The phrase "method for generating Pareto optimal solutions" may also be used to de-
scribe a posteriori methods. After the Pareto optimal set or at least a portion of it has
been formed, the choices are offered to the decision maker, who chooses the most favored
option. The disadvantages here are that the generation procedure is typically computa-
tionally expensive and occasionally at least somewhat challenging [17].

Of-course all of these Approaches and Methodologies belong to two distinct categories,
which are Exact Methods and Approximate Methods.
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2.3 Exact and Approximate Methods

2.3.1 Exact Methods
In the past 48 years, numerous methodologies with distinct origins and implementations
have developed. There exist numerous exact algorithms and algorithmic variants capable
of obtaining the entire non-dominated set for a multi-objective integer problem [51]. Some
of them are mentioned below.

Branch-and-bound and branch-and-cut algorithms are the most prevalent and funda-
mental algorithmic solution strategies for single objective integer programming. Several
authors have also extended the concept of implicitly searching an enumeration tree to the
multi-objective case. Bitran and Rivera (1982) proposed a branch-and-bound algorithm
that includes computation of bounds, fathoming rules, feasibility testing, branching, and
dominance for multi-objective binary problems [45]. Sourd and Spanjaard (2008) pre-
sented a general multi-objective branch-and-bound framework based on lower and upper
bound sets [50].

The epsilon-constraint scalarization is one of the most widely used scalarization meth-
ods in multi-objective optimization. Although initially developed by Haimes et al. (1971)
[46] to find a single weakly efficient solution, this technique can be used iteratively
to find the entire non-dominated set of multi-objective integer optimization problems.
Typically,epsilon-constraint methods can be easily implemented in a rudimentary manner
while offering numerous and substantial opportunities for performance enhancement via
constraint selection and bound shifting [51].

"AUGMECON" [43] [44] refers to an augmented epsilon-constraint method. In con-
trast to the traditional epsilon-constraint method, slack or surplus variables are intro-
duced to transform the objective function constraints into equality constraints. AUGME-
CON2 [47] [48] [49] is an upgrade to AUGMECON. Using a so-called bypass coefficient, the
information obtained from the slack or surplus variables in each iteration is incorporated
here. This bypass eliminates unnecessary iterations that produce the same nondominated
images as previous iterations [51].

2.3.2 Augmecon-R
AUGMECON-R [39] is a robust variant of the augmented epsilon-constraint algorithm for
solving multi-objective linear programming problems. It takes advantage of the flaws in
AUGMECON 2, one of the most widely used improvements to the method. These flaws
can be summed up as the ineffective handling of the true nadir points of the objective func-
tions and the absence of a robust system for determining the true nadir points. Notably,
as more objective functions are added to a problem, the amount of time required to apply
it increases significantly. Motivating the development of AUGMECON-R was the need
to overcome these deficiencies. Figure 2.2 below shows the process of AUGMECON-R
algorithm.

17



Chapter 2. Multi Objective Evolutionary Algorithm.

Figure 2.2: Flowchart of the AUGMECON-R algorithm [39].

2.3.3 Limitations of Exact Algorithms
Combinatorial optimization problems are frequently represented using integer program-
ming [38], as is the case here. However, these problems are frequently extremely difficult
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to solve, as evidenced by the fact that a large number of them are NP-hard [15]. Nu-
merous solution techniques for tackling NP-hard integer and combinatorial optimization
problems have been proposed due to their difficulty and immense practical significance.

The optimal solution to the problem is guaranteed to be found by exact algorithms.
However, keep in mind that the solution space becomes more complex as the problem size
increases. In turn, this may result in a slowdown of the exact algorithms.
Exact algorithms that can solve problems to optimality and advancements in computa-
tional power make exact algorithms a very appealing solution method. However, achieving
an acceptable balance between solution time and quality cannot be attained using exact
algorithms. Depending on the problem at hand and any integrality restrictions or con-
straints placed on all or some of the variables, integer and combinatorial optimization
problems either maximize or minimize functions of numerous variables. Many practical
issues, such as those of crew scheduling, production planning, Internet routing, packaging
and cutting, and so on, fall under this general category of problems [41].

2.3.4 Approximate Methods
There are primarily two categories of algorithms that can be used: exact algorithms and
approximate algorithms. For each instance of a combinatorial optimization problem with
a finite size, exact algorithms are guaranteed to find the optimal solution and to prove
its optimality within an instance-dependent, finite run-time. In the event that optimal
solutions cannot be efficiently computed in practice, the only option left is to make a
compromise between optimality and efficiency. To put it another way, the assurance of
obtaining solutions that are optimal can be compromised in order to achieve the goal of
obtaining very good solutions in a polynomial amount of time. Heuristic methods, also
known simply as heuristics, are a category of approximate algorithms that are designed
to accomplish the aforementioned objective [41].
There are two main methods that are considered approximate:

Heuristics: Heuristics are a class of approximate algorithms created with a focused
goal in mind—to address a particular issue. They are used to arrive at an acceptable
solution by following a sequence of steps. However, there is no assurance that the optimal
solution will be found [38].

Meta-heuristics: are general-purpose algorithms that can be used to solve nearly any
optimization issue. They could be thought of as higher level general methodologies that
serve as a framework for developing underlying heuristics [38].

There are numerous meta-heuristics that draw inspiration from biological processes
like ant colony optimization (ACO) and evolutionary algorithms (including genetic algo-
rithms, GA). For example, the ACO meta-heuristic is based on how real ants communicate
and work together to find the shortest routes from their nest to food sources. While evo-
lutionary algorithms are based on Darwin’s natural selection principles.
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2.4 Evolutionary Algorithms

2.4.1 Definition
Evolutionary algorithms (EAs) are currently among the most in-demand tools for search,
optimization, machine learning, and the resolution of design problems. These algorithms
seek solutions to complex problems by simulating evolution. There are numerous distinct
varieties of evolutionary algorithms. Genetic algorithms and evolution strategies are two
of the earliest evolutionary algorithm types [28].

Under the direction of John Holland and his students, genetic algorithms were created
in the US. The importance of selection, crossover, and mutation acting on a genotype
that is decoded and assessed for fitness is heavily emphasized in this tradition. Crossover,
also known as recombination, is prioritized over mutation [28].
More straightforward representations are typically used in evolution strategies [29]. This
time, emphasis is placed on mutation rather than recombination. For optimization, tech-
niques from both genetic algorithms and evolution strategies have been used. While the
majority of the research in evolution strategies has concentrated on optimization [32], [33],
[34], genetic algorithms have long been seen as multipurpose tools with applications in
search, optimization, design, and machine learning [30], [31]. These two disciplines have
historically interacted, and numerous new algorithms freely incorporate ideas from both
traditions.

Figure 2.3: Classification of EAs.

Additionally, a crucial new area within evolutionary algorithms has emerged: genetic
programming [35], [36]. Genetic programming has been developed specifically as an evo-
lutionary method for automatic programming and machine learning. Design applications
have also demonstrated their significance. Another sub-field of evolutionary computing
is evolutionary programming. Evolutionary programming has its origins in the 1960s [37]
but was dormant for many years until its rebirth in the 1990s [38] in a form that is highly
similar to evolution strategies.
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We will delve deeper into the specifics of Genetic Algorithms (GAs) for the benefit of
our work and to better understand how they can be used.

2.4.2 Genetic Algorithm
Genetic Algorithms (GA) are stochastic search methods that combine two main search
strategies: exploiting better solutions and exploring the global search space. These al-
gorithms are based on Darwin’s natural selection principles and natural genetics. The
principles of Darwin’s theory of natural selection and the laws of natural genetics serve
as the foundation for these algorithms. The two main goals of the research conducted by
John Holland and his students are:

1. to systematically abstract and describe the adaptive processes of natural systems.

2. To develop software for artificial systems that retains the fundamental mechanisms
of natural systems.

This methodology has yielded significant discoveries in both natural and artificial sys-
tems science. In [68], Goldberg provided a primer on GAs and outlined their typical
structure.
Using genetic algorithms , numerous optimization problems in a variety of fields that are
difficult to address with conventional mathematical programming have been successfully
resolved.

In the sections that follow, key GA terminology and concepts are introduced:

• Populations and Generations:
A set of chromosomes constitutes a population. GA begins with a set of randomly
created individuals (chromosomes). This set is called the "initial population". Gen-
erations are the iterations of genetic algorithms. Each iteration entails picking indi-
viduals with closely related traits and recombining them until a new generation is
generated to replace the previous one [69].

• Fitness:
The fitness function is the objective function that identifies the goal of optimization.
For each individual, it denotes their "goodness" or "badness."

• Parents and children:
Chromosome selection involves picking individuals using a probabilistic method from
one generation to the next [69]. Being selected for crossover and the production
of new chromosomes known as children or offspring is more likely for individuals
with high fitness values. The crossover rate—also known as the crossover probabil-
ity—determines the crossover’s likelihood to occur. It includes a haphazardly chosen
subset of the parent chromosome crossover sites, where the expected mixing of the
parents’ genetic material should take place.
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• Elitism:
In order for GA to improve its performance, it is imperative that the best individ-
uals continue to reproduce. Nevertheless, such individuals can be lost if they are
destroyed through the use of crossover or mutation operators. Consequently, the
initial best chromosome, or the best few, are replicated in the new population [70].

• Genes and Chromosomes:
The gene is the GA’s primary constituent. A chromosome is a sequence of genes.
Chromosomes can be encoded as binary strings, real number strings, and so forth.

• Mutation:
Numerous new points are introduced into the search space through this procedure. It
prevents a less-than-ideal solution from being chosen during a period of aggressive
selection. Simply put, it delays the point at which the solution converges to a
local minimum. It’s accomplished by performing a series of mutations on specific
chromosomes at extremely low rates of probability (mutation rate).

Six fundamental tasks must generally be accomplished by a genetic algorithm [71]:

Incorporating solution components into genetic code. Construct a chromosome by
stringing together genes. Generate a set of specific chromosomes, typically at random, to
establish a starting population. Assess and assign fitness values to individuals within the
population. Perform reproduction by selecting population members based on their fitness
levels. Perform Crossover and mutation in order to produce members of the subsequent
generation.

Consequently, a GA is an iterative optimization technique that simulates the adap-
tation and evolution of a single species of organism. Using a system for chromosomal
mapping, the GA begins with a large number of potential design configurations. The
range of possible configurations is constrained by the constraints of the problem and the
method for encoding all configuration information into the chromosome [69], [72]. Figure
2.4 depicts an example of a typical GA.
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Figure 2.4: The fundamental operation of a genetic algorithm.

The GA chooses a set of configurations, almost always at random, to initiate the
optimization process. As in biology, this group is referred to as the initial population. The
GA evaluates the performance of each individual in the population using a cost function
that compares the individual’s performance to the desired or optimal performance and
returns to the GA a single number representing its fitness. As in the evolutionary process
of "survival of the fittest," high-quality strings mate and produce offspring while inferior
strings are eliminated. from the populace [71]. There are numerous ways to produce
offspring, each of which is essentially a way of combining information from two or more
parent chromosomes to produce a child with the potential to outperform its parents. With
successive generations, the quality of the individuals continually improves, and an optimal
solution is attained. Those who excel will produce many descendants, while those who
fail will leave no descendants behind. On average, a satisfactory solution is reached after
a number of generations [73].

2.4.3 GA Operators
The typical optimization process is divided into three distinct stages based on the prereq-
uisites for a genetic algorithm that were previously discussed [69].
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2.4.3.1 Initiation

Initiation refers to the process of adding chromosomes or encoded parameter strings to
the initial population, which is typically chosen at random. Coding consists of a mapping
from parameter space to chromosome space [73].

Individual genes are represented through the encoding process. The procedure may
be carried out with bits, numbers, trees, arrays, or other objects. The encoding largely
depends on the solution to the problem [74]. The mapping of object variables to a string
code is represented by an encoding function. the decoding function enables the mapping
of string code to its corresponding object variable.

Formulation or selection of an appropriate fitness function that determines the selec-
tion criterion for specific problems is a significant challenge in optimization. Using the
simplest form F = A− y, where A is a large constant (A = 0 is sufficient if the fitness is
not required to be non-negative), and y = f(x) , one can easily create a fitness function for
genetic algorithms that minimize a function. Prior to minimizing the objective function
f(x), the goal is to maximize the fitness function. A fitness function F = 1/f(x) can also
be defined for a minimization problem, but it may singularize if f → 0. A fitness function
can be defined in a variety of ways [75]. The right configuration of the fitness function
will guarantee effective selection of solutions with higher fitness. Incorrect or meaningless
solutions may be the outcome of a poor fitness function.

2.4.3.2 Reproduction

Three main operations make up this system: crossover, mutation, and selection. The
following section discusses these operators.

Simply selecting the top candidates for crossover constitutes the selection process. By
taking into account these individuals’ fitness values, which is a gauge of "goodness," it
seeks to capitalize on their positive traits.

Typically, the crossover operator is the primary operator, serving only as a mechanism
for introducing diversity into the population. The encoding schemes range from binary
to real numbers.

The Mutation is a background operator that generates random, spontaneous muta-
tions in multiple chromosomes. Modifying one or more genes is a straightforward way
to induce mutation. In GA, mutation plays a crucial role in either replacing the genes
lost from the population during the selection process or introducing genes that were ab-
sent from the initial population. The mutation probability is expressed as a proportion
of the total number of genes within a population. The mutation probability determines
the likelihood of introducing new genes into a population for testing. If it is insufficient,
many genes that would have been advantageous are never tested. Nonetheless, if it is too
high, there will be a great deal of random perturbation, the offspring will lose resemblance
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to their parents, and the algorithm will lose the ability to learn from the search’s past [76].

2.4.3.3 Substitution

We must introduce the new offspring solutions to the parental population after they have
been produced using crossover and mutation. We can approach this in a variety of ways.
In light of the fact that the parent chromosomes have already been chosen based on their
fitness, we anticipate that the offspring (which includes parents who did not undergo
crossover) will be among the population’s fittest individuals. Consequently, we would
expect the average fitness level of the populace to gradually increase. Several of the most
prevalent methods are outlined below [77].

• Delete-all: This technique deletes the entire current population and replaces them
with the same number of newly created chromosomes. This is most likely the most
typical method. Due to its relative ease of application, it will be the preferred
method for the vast majority of people. In contrast to those listed below, it does
not require any parameters.

• Steady-state: This method eliminates N old individuals and replaces them with N

new individuals. The number of items to be deleted and replaced, N , is a parameter
of this deletion technique. Choosing which individuals to remove from the current
population is a further consideration for this method. Do you delete the worst
individuals, select them at random, or delete the parents’ chromosomes?

• Steady-state-no-duplicates: This technique is identical to steady-state, except
the algorithm ensures that no duplicate chromosomes are added to the population.
This increases the computational load, but may allow for a greater search space to
be explored.

2.4.3.4 Stopping Criteria

In evolutionary modeling, the stopping criterion is an important factor to consider. Early
termination may result in inadequate solutions, whereas late termination may result in a
significant time investment. If any of the following conditions are met [78], the proposed
GA is terminated:

• Limit on the number of generations;

• Attained an appropriate level of fitness;

• The number of generations that could have passed without replacing the most fit
chromosome was reached.
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2.4.4 Multi-objective Evolutionary Algorithms
The goal of solving optimization problems with multiple (often competing) objectives
is typically very challenging. The first extensions and applications of evolutionary algo-
rithms (EAs) were made in the middle of the 1980s in an effort to stochastically solve issues
belonging to this general class. Numerous multi-objective EA techniques have been put
forth and used in numerous scientific and engineering applications over the past years [40].

The problem of maximizing or minimizing a set of competing objective functions while
taking into account a number of constraints is known as multi-objective optimization
(MOO). There isn’t a single solution for multi-objective optimization that fully max-
imizes or minimizes each objective [63]. This occurs as a result of the fact that the
problem’s various objective functions frequently clash. Because of this, the goal of MOO
is to identify the Pareto front of effective solutions that allow for a trade-off between the
various goals [64], [65]. Due to the population-based search strategy and the straightfor-
ward selection strategy, EAs are ideally suited for extension into the domain of multi-
objective optimization problems. Instead of having to run the algorithm multiple times,
as is the case with conventional mathematical programming techniques, we are able to
find multiple members of the Pareto optimal set in a single run thanks to the ability of
EAs to deal with populations of potential solutions simultaneously. Additionally, whereas
discontinuous and concave Pareto fronts are known to be problematic for mathematical
programming techniques [67], [66], EAs are less sensitive to the shape or continuity of the
Pareto front. There are two objectives to be achieved during multi-objective optimization.

The solutions should, on the one hand, cover the entire Pareto-front and, on the other
hand, should be as close to the global Pareto-optimal front as possible. The first objective
is frequently attained through elitism by substituting Pareto front members for random
individuals. By penalizing individuals who are too close to one another (Fitness Sharing),
the second objective can be accomplished [40].

The conventional evolutionary algorithms, according to Coello [62], are ineffective at
handling multi-objective optimization problems for two reasons:

1. If run for a sufficient number of iterations, evolutionary algorithms will converge to
a single solution due to stochastic noise. Therefore, it is necessary to disable the
selection mechanism so that different solutions (those that are not dominated) are
maintained in the population of an evolutionary algorithm.

2. All non-dominant solutions should be sampled at the same rate during the selection
phase, given that all non-dominant solutions are of equal quality.

Using EAs, researchers have developed multiple methods for solving multi-objective
optimization problems in recent years. The first implementation of a multi-objective
evolutionary algorithm (MOEA) occurred in the middle of the 1980s [61]. Since then,
significant research has been conducted in this field, which is now known as evolutionary
multi-objective optimization. The following provides a brief summary of the most promi-
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nent MOEAs:

• Vector Evaluation Genetic Algorithm (VEGA): In the middle of the 1980s,
Schaffer and Grefenstette, introduced the Vector Evaluation Genetic Algorithm
(VEGA) [61], the first implementation of a multi-objective evolutionary algorithm
(MOEA). In reality, VEGA consisted of a straightforward genetic algorithm with
a modified selection mechanism. Schaffer claims that a drawback of the VEGA
approach is the local non-dominance of the generated solutions, which is limited
to the current population. Schaffer drew attention to a different issue in genetics
known as "speciation," which is the evolution of "species" within a population that
perform exceptionally well in one area without taking into account the other areas.
Consequently, the VEGA approach tends to reject individuals whose performance is
acceptable, perhaps above average, but not exceptional for any of the objective func-
tions. This tendency of VEGA to reject individuals with acceptable performance
for any objective function is VEGA’s most serious flaw, according to Schaffer, who
characterized it as "middling".

• Niched Pareto Genetic Algorithm (NPGA): Horn, Nafpliotis, and Goldberg
developed NPGA [60]. Utilizing Pareto domination ranking and fitness sharing (or
niching), NPGA expands the traditional GA to include multiple objectives. The
primary benefits of this method are its adaptability to a wide variety of multiobjec-
tive optimization problems and its capacity to search non-linear and discontinuous
search spaces without requiring continuous first and second derivatives.

• Nondominated Sorting Genetic Algorithm (NSGA): Srinivas and Deb [56]
developed the Nondominated Sorting Genetic Algorithm (NSGA). Goldberg pro-
posed a nondominated sorting procedure to counter VEGA’s tendency to favor
Pareto-optimal solutions. Schaffer, VEGA’s creator, was aware of VEGA’s partial-
ity for Pareto-optimal solutions. NSGA eliminates the bias in VEGA, distributing
the population across all Pareto-optimal regions.

• Nondominated Sorting Genetic Algorithm II (NSGA-II): Deb and co pro-
pose NSGA-II [52], a fast non-dominated sorting-based multi-objective evolutionary
algorithm with O(MN2) complexity. NSGA-II implements a selection operator
that generates a mating pool by combining the parent and offspring populations
and selecting the optimal N solutions in terms of fitness and spread.

• Non-dominated Ranking Genetic Algorithm (NRGA): al jadaan and co [58].
The Non-dominated ranked genetic algorithm (NRGA), which was proposed for use
in solving multi-objective optimization problems, was tested on five benchmark test
problems. The results demonstrate that NRGA was able to converge significantly
faster than NSGA-II while maintaining a somewhat better spread of solutions than
NSGA-II. Most of the challenges that non-dominated sorting and sharing evolution-
ary algorithms face are largely resolved by NRGA.

Given that these two algorithms, NSGA-II and NRGA, are the primary focus of this
work, we will provide a thorough explanation of their specifics in order to facilitate com-
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prehension of the following chapter’s material.

2.4.5 Non-dominated Sorting Genetic Algorithm II
The Non-Dominated Sorting Genetic Algorithm (NSGA-II) is a robust decision space
exploration engine based on the Genetic Algorithm (GA) for resolving Multi-objective
Optimization (MOP) problems. Deb et al. [53] first proposed it in 2000 at the "Interna-
tional Conference on Parallel Problem Solving from Nature."

Since its 2002 publication in the journal IEEE Transactions on Evolutionary Com-
putation [52] as a full-length research article, it has been cited more than 25685 times,
according to IEEE Xplore. Moreover, according to Google scholar, it has been cited over
42007 times. This evidence is sufficient to demonstrate the widespread use of NSGA-II
for solving MOPs. During its 21-year existence, NSGA-II has been applied to a vast array
of MOPs with continuous and discrete variables.

NSGA-II is one of the most popular multi-objective optimization algorithms with
three distinctive features: a fast non-dominated sorting approach, a fast crowded distance
estimation- procedure, and a straightforward crowded comparison operator [42].

NSGA-II is an enhanced version of the non-dominated sorting genetic algorithm (NSGA)
[55], which has been criticized by researchers for its shortcomings, including the absence
of elitism, the need to define sharing parameters for diversity preservation, and its high
computational complexity. NSGA-II’s design, on the other hand, exhibits elitism and
does not require any sharing parameters. It uses the crowding distance operator for the
mechanism of diversity preservation. In addition, it is computationally efficient and lives
up to the name "Fast Elitist NSGA-II." NSGA-II has a maximum overall complexity of
O(MN2), where M is the number of objective functions and N is the population size [54].

NSGA-II begins with the generation of an initial population Pt of size N. Then, a
new population Qt is created after performing crossover and mutation operations on the
population Pt . Then, the populations Pt and Qt are merged to form the new population
Rt, and the non-dominated sorting procedure is carried out on Rt. The members of the
Rt population are then ranked according to their levels of non-denomination [54].

The subsequent step is to select N members from Rt to form the subsequent popula-
tion, Pt+1. If the size of the first front is greater than or equal to N, then only N members
from the least crowded region of the first front are chosen to form Pt+1. In contrast, if the
size of the first front is less than N, the members of the first front are directly transferred
to the next generation, and the remaining members are taken from the second front’s
least crowded region and added to Pt+1. If the size of Pt+1 is still smaller than N, the
same procedure is repeated for the subsequent iteration. There will be successive fronts
until the size of Pt+1 equals N. The populations Pt+2, Pt+3, Pt+4,... for subsequent
generations are generated using the same method until the stopping criteria are met [54].
The operation of NSGA-II is shown in Figure 2.5 .
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Figure 2.5: The fundamental operation of NSGA 2 [54].

2.4.6 NSGA-2 Structure
The NSGA-II philosophy is founded on four fundamental principles: Non-Dominated
Sorting, Elite Preserving Operator, Crowding Distance, and Selection Operator. These
are briefly described in the sections that follow [54].

2.4.6.1 Non-Dominated Sorting

Using the concept of Pareto dominance, the population members are sorted in this pro-
cedure. The initial step in the non-dominated sorting procedure is to assign the highest
rank to the non-dominated members of the initial population. These members are then
placed in the first front and the initial population is reduced by one. The non-dominant
sorting procedure is then applied to the remaining population members. In addition, the
non-dominant members of the remaining population are assigned the second rank and
positioned in the second front. As depicted in Figures 2.6 and 2.5, this process continues
until the entire population is divided into different fronts based on their ranks.
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Figure 2.6: Non-Dominated sorting.

2.4.6.2 Elite-Preserving Operator

A strategy that preserves the elite solutions of a population by transferring them directly
to the following generation. In other words, the non-dominant solutions found in each
generation are passed on to subsequent generations until they are dominated by other
solutions.

2.4.6.3 Crowding Distance

The crowding distance is computed to approximate the density of solutions surrounding
a specific solution. It represents the average distance between two solutions on either
side of the solution along each of the objectives. Comparing two solutions with varying
crowding distances, the solution with the greater crowding distance is deemed to be in
a less crowded region. As shown in Figure 2.7, the crowded distance of the ith solution
is the average side length of the cuboid. If fmin

j is the jth value of an objective func-
tion for the ith individual and f i

j and fmin
j are the maximum and minimum values of

the jth objective function across all individuals, then fmin
j is the minimum value of the

jth objective function. Then, the crowding distance of the ith individual is defined as the
average distance between the two closest solutions on either side, as shown in Equation 2.1.

cd(i) =
k∑

i=1

f i+1
j − f i−1

j

fmax
j − fmin

j

(2.1)
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Figure 2.7: Crowding distance calculations.

2.4.6.4 Selection Operator

The population for the next generation is chosen using a crowded tournament selection op-
erator, which takes into account the population members’ ranks and crowding distances.
The criterion for selecting one individual out of every two for the next generation is as
follows:

1. If two members of a population have different ranks, the one with the higher rank
is chosen for the next generation.

2. If both members of a population have the same rank, the individual with the greater
crowding distance is chosen for the next generation.

2.4.7 Non-dominated Ranked Genetic Algorithm
Non-dominated Ranking Genetic Algorithm is referred to as NRGA. In order to optimize
non-convex, nonlinear, and discrete functions, a new population-based multi-objective
evolutionary algorithm based on non-dominated ranking has been successfully developed
by al jadaan and Co [58]. They researched multi-objective sorting algorithms that didn’t
rely on dominant algorithms. They identified three issues with these algorithms [57].

1. The computational complexity (M : the number of targets, N : the population size)
was O(mn2m).

2. Ineffective elitism.

3. They must specify parameters for the division process.
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They created a new approach called NRGA (non-dominated ranking genetic algorithm)
by fusing the ranking-based roulette wheeling algorithm and the Pareto-based population
ranking algorithm in response to the issues with their prior methods. Their suggested
algorithm resolves the three issues with the earlier methods. A two-layer ranking based
on the selection operator of roulette wheeling is provided in this combination, which ran-
domly chooses the new generation from the parent generation based on the selection of the
best solutions (in terms of fit and extent). Compared to other multi-objective evolutionary
algorithms, this algorithm is typically capable of achieving better scalability of the solu-
tions at the Pareto boundary and earlier convergence at the Pareto optimal boundary [57].

Algorithm 1 NRGA
1: Initialize Population P
2: { Generate Random population − size N
3: Evaluate Objective Values
4: Assign Rank (level) Based on Pareto dominance sort }
5: Generate Child Population Q
6: { Ranked Roulette Wheel Selection
7: Crossover and Mutation }
8: for i = 1 to g do
9: for each member of the combined population (P ∪Q) do

10: Assign Rank (level) based on Pareto - sort
11: Generate sets of non-dominated fronts
12: Calculate the crowding distance between members on each front
13: end for
14: (elitist) Select the members of the combined population

based on least dominated N solution to make the population of the next
generation. Ties are resolved by taking the less crowding distance.

15: Create next generation
16: { Ranked Roulette Wheel Selection
17: Crossover and Mutation }
18: end for

The algorithm 1 demonstrates how easy-to-understand and simple NRGA is. A com-
bined population P ∪ Q is first created. The total population is 2N in size. Following
that, the combined population is sorted.

In line with non-domination. Elitism is guaranteed because the combined population
includes every member of the past and present population. This process will pick N solu-
tions from a possible 2N .

The N -size new population is used for selection. The solutions belonging to the best
non-dominated set Front1 have the highest probabilities of selection in the two tiers
ranked based roulette wheel selection [57], where one tier is used to select the front and
the other to select a solution from the front. As a result, solutions from set Front2 are
chosen less frequently than those from set Front1, and so forth. Then a new population P

of size N is created by applying crossover and mutation. By ranking the solutions (in the

32



Chapter 2. Multi Objective Evolutionary Algorithm.

same front) according to their crowding distance, the second tier of ranked based roulette
wheel selection introduces diversity among non-dominated solutions. Higher probabilities
will be assigned to the solutions with the smallest crowding distance [58].

In conclusion, NRGA is similar to NSGA-II in all respects, with the exception of the
selection process, where NRGA employs a ranked-based roulette wheel.

2.4.8 Ranked Based Roulette Wheel Selection
The authors of [57] employ a modified roulette wheel selection algorithm in which each
individual is assigned a fitness value equal to its rank in the population; the individual
with the highest rank has the highest probability of being chosen (in the case of maxi-
mization).
The probability is computed as shown in the following equation 2.2:

Pi = 2×Rank

N × (N + 1) (2.2)

Where N represents the number of people in the population. Keep in mind that the
crowding distance of individuals in a front determines their rank, while the non-dominated
rank of a front determines the front’s overall position.
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2.5 Conclusion
This chapter is concerned with Multi-Objective Evolutionary Algorithms . Initially, we
presented Multi-Objective Optimization . Then, we discussed the multitude of available
resolution strategies; exact and approximate, leading to the introduction and explanation
of various Evolutionary algorithms , which together with Multi-Objective Optimization
constitute Multi-Objective Evolutionary Algorithms .

In the following chapter, we will apply the NSGA-II and NRGA to the problem pre-
sented in Chapter 1, the Generalized Cubic Cell Formation Problem, and compare our
results.
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CHAPTER 3

SOLVING THE GENERALIZED CUBIC CELL
FORMATION PROBLEM.

3.1 Introduction

In the previous chapters, we defined the Generalized Cubic Cell Formation Problem
and introduced the Multi-Objective Evolutionary Algorithms (MOEA), focusing on the
NSGA-II and NRGA algorithms. In this chapter, we’ll demonstrate how we implemented
these algorithms in GCCFP. Then, we compare the results of NSGA-II and NRGA with
those obtained by Augmecon-R and to one another which are introduced in the previous
chapter. This chapter is therefore structured as follows:

Section 3.2 presents the solution’s adopted representation and evaluation. Section 3.3
describes the solution’s implementation in depth, including a description of the proposed
NSGA-II and NRGA. We show the computational results and instances in section 3.4.
The software is presented in section 3.5.

3.2 Solution Representation and Evaluation

3.2.1 Solution Representation
The solution in this study is represented by three vectors and one matrix:

• The first vector (machinesAssigned) has a size of M, where M is the number of
machines. Each slot represents a cell to which each machine is assigned; the same
logic is applied to the second vector (workersAssigned), but instead of machines, it’s
workers. Its size corresponds to W, the number of workers. Because each worker
and machine has its own slot in the machinesAssigned vector and workersAssigned
vector, this design prevents them from being assigned to more than one cell. Since
this is the case, both constraints 1.10 (which ensures that a worker must be assigned
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to a single cell) and 1.11 (which mandates that a machine be assigned to a single
cell) hold true. During the resolution process, it is still necessary to ensure that the
cell sizes of both workers and machines are accurately specified.

• The third vector (routesSelected) represents the processing path selected for each
component. It has a size equal to P, where P is the number of parts. Each compo-
nent can select only a single route by reserving a single slot in the routesSelected
vector. Consequently, this structure maintains the model’s feasibility with regard to
constraint 1.9 (it verifies that a single route is chosen to process each component)

• Lastly, the matrix workerAssignments identifies the worker responsible for executing
each operation. Each operation is characterized by the component to which it
belongs and the machine on which it is carried out. Consequently, the dimensions
of the matrix are P by M, and each slot contains at most one worker. The fact that
a single slot is reserved in the workerAssignments matrix for each operation of the
selected route guarantees that each operation can be performed by a single worker.
To satisfy constraint 1.8, it is sufficient to ensure, during the resolution procedure,
that the execution of operation s occurs only if its route r of component p has been
selected (routesSelected[p] = r).

During execution, restriction 1.13 is enforced while restriction 1.12 is disregarded.

3.2.2 Solution Evaluation
Every solution must be evaluated. In our case, there are three objective functions:
Quality 1.6, InterCMC 1.4, and IntraCMHC 1.5. We’re attempting to reduce two of them.
while attempting to maximize the quality index 1.1. Because these goals are at odds, we
can’t simply add them up and see which solution is better. Our first strategy is fitness
dominance. Simply put, we sort solutions according to how many other solutions domi-
nate them. Meaning that rank 0 represents the best solutions that are unrivaled, rank 1
the second-best solutions, and so on.

However, as you might expect, this only gives us groups of incomparable answers, also
referred to as "fronts." The goal of multi-objective optimization, as discussed before in
Chapter 2, is to identify a pareto optimum front or an approximation substitute when
employing approximate approaches, as we have done.

We will compare our previously identified Pareto optimum front derived using the
precise Augmecon-R approach (addressed previously in chapter 2). To determine which
of the Rank 0 Fronts generated by our implementations of NSGA2 and NRGA is closer
to the Pareto front.

This is possible for small problems, but for larger problems, Augmecon-R was simply
unsuitable, and so we will simply compare the two approaches. All of this is only feasible
with the use of appropriate Performance indicators and metrics.

36



Chapter 3. Solving The Generalized Cubic Cell Formation Problem.

3.2.3 Performance Indicators and Metrics
To evaluate the effectiveness of NSGA-II and NRGA. to solve the GCCFP, each test in-
stance is launched ten times. The following metrics are used to assess the non-dominated
set obtained in the ith run, Front0.

• Average Ratio of non-dominated frontier : The Ratio_ND function deter-
mines the proportion of solutions in Fronti

0 that are not dominated by any other
solutions in the exact pareto frontier P .

Ratio_ND = Front0 − {x ∈ Front0 | ∃y ∈ P : y ≺ x}
N

(3.1)

y ≺ x indicates that solution y dominates solution x. This metric ranges between 0
and 1 in value. The higher the value of this metric, the more dominant the resulting
frontier [59].

• Convergence Metric : This metric measures the distance between the solutions in
Fronti

0 and the exact pareto frontier P . ci indicates the euclidean distance between
the ith seed in Fronti

0 and the closest seed in the exact pareto frontier. N is the
number of solutions contained within Fronti

0. The lower the value of this metric,
the closer the method converges to the Pareto optimal frontier [52].

Convergence =
∑N

i=1 ci

N
(3.2)

• Execution Time: Analysis of the method’s CPU time consumption.
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3.3 Algorithms and Implementation

3.3.1 Non-dominated Sorting Genetic Algorithm II

Algorithm 2 Create initial population
1: for i← 1 to pop_size do
2: for each w ∈ W do
3: indivi.workersAssigned [w]← Random (1 : C)
4: end for
5: for each m ∈M do
6: indivi.machinesAssigned [m]← Random (1 : C)
7: end for
8: if ∃ c ∈ C which does not have at least a machine assigned then
9: badSolution = true

10: end if
11: for each p ∈ P do
12: indivi.routesSelected [p]← Random (1 : Rp)
13: end for
14: for each p ∈ P do
15: for each m ∈M do
16: indivi.workerAssignments [p] [m]← Random from Candidate Workers

17: end for
18: end for
19: end for

During the generation of the initial population ( see Algorithm 2), the feasibility of con-
straints 1.6 to 1.10 is ensured. Randomness governs the assignment of machines and
workers to cells (lines [2-7]) and the selection of part routes (lines [11-13]). However, the
third component of the solution is constructed by selecting capable workers at random
(lines [14-18]).

At lines 8 and 9 a trigger is made to signal that this solution violates constraint 1.13
and must be removed later.

Our implementation of the non-dominated sorting genetic algorithm is outlined in the
proposed algorithm 3. The implementation is straightforward; in line 16 we use Binary
Tournament By Rank Domination selection, which entails selecting the dominator of a
pair random parents each time.

In lines [25-28], when we reach the end of generation based on the stopping criteria,
we simply select the first front as the resulting front and eliminate all non-conforming
solutions to constraint 1.13 as well as duplicates of any kind. It may be possible to in-
crease the probability of locating a global optimal solution by not removing them prior
to execution.
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Algorithm 3 NSGA-II
1: Initialize Population Pt

2: { Generate Random population − size N

3: Generate Child Population Qt

4: Crossover and Mutation }
5: Rt = Pt ∪Qt → Combined population Rt − size 2N

6: Evaluate Objective of values of each member of Rt

7: i = 1
8: while i ≤ maxGen do
9: for each member of the combined population Rt do

10: Assign Rank (level) based on Pareto - sort
11: Generate a set of non-dominated fronts
12: Calculate the crowding distance between members on each front
13: end for
14: Select the members of the combined population Rt

based on least dominated N solution to make the population of the next
generation Pt+1 . Ties are resolved by taking the less crowding distance.

15: Create next generation Qt+1
16: { Binary Tournament Selection By Rank Domination
17: Crossover and Mutation }
18: Rt+1 = Pt+1 ∪Qt+1
19: Rt = Rt+1
20: end while
21: for each member of the combined population Rt do
22: Assign Rank (level) based on Pareto - sort
23: Generate a set of non-dominated fronts
24: end for
25: LocalFront = the first and best front from the set of non-dominated fronts
26: remove double solutions from the local front
27: remove badSolutions which do not respect constraint 1.13 from the local front
28: remove solutions with duplicate fitness from the local front

The crossover is defined as the global process that permits the solution to leap to
the optimal current solution. In this study, an adaptation of the crossover procedure to
GCCFP is developed. This crossover occurs between two randomly selected members of
the population (see Algorithm 4 5). In the proposed algorithm, crossover acts with a
probability known as Crossover rate on the assignment of cells (machines or workers) or
the selection of routes for parts. Three crossover sites are randomly generated in:

1. the cell affectation of machines (lines [4-14]).

2. the cell affectation of workers (lines [17-27]).

3. the routes selection of parts (lines [29-39]) with the exchange in the workers’ assign-
ment of operations (lines [1-13] in Algorithm 5).

This final step permits us to maintain the validity of constraints 1.6 and 1.7.
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Algorithm 4 Crossover(indiv1,indiv2)
1: CellsAssigned = WorkersAssigned ∪MachinesAssigned

2: rand ← Random (1:3)
3: if rand = 1 then ⇒ exchange in the cell affectation of machines
4: generate three random positions r1,r2 and r3 between (1:M)⇒ r1≤r2≤r3
5: for i← r1 to r2 do
6: val←indiv1.CellsAssigned[i]
7: indiv1.CellsAssigned[i]← indiv2.CellsAssigned[i]
8: indiv2.CellsAssigned[i]← val
9: end for

10: for i← r3 to M do
11: val←indiv1.CellsAssigned[i]
12: indiv1.CellsAssigned[i]← indiv2.CellsAssigned[i]
13: indiv2.CellsAssigned[i]← val
14: end for
15: else
16: if rand = 2 then ⇒ exchange in the cell affectation of workers
17: generate three random positions r1,r2 and r3 between (1:W)

⇒ r1≤r2≤r3
18: for i← r1 to r2 do
19: val←indiv1.CellsAssigned[M+i]
20: indiv1.CellsAssigned[M+i]← indiv2.CellsAssigned[M+i]
21: indiv2.CellsAssigned[M+i]← val
22: end for
23: for i← r3 to W do
24: val←indiv1.CellsAssigned[M+i]
25: indiv1.CellsAssigned[M+i]← indiv2.CellsAssigned[M+i]
26: indiv2.CellsAssigned[M+i]← val
27: end for
28: else
29: if rand = 3 then
30: generate three random positions r1,r2 and r3 between (1:P)

⇒ r1≤r2≤r3
31: for i← r1 to r2 do ⇒ exchange in the routes selection of parts
32: val←indiv1.routesSelected[i]
33: indiv1.routesSelected[i]← indiv2.routesSelected[i]
34: indiv2.routesSelected[i]← val
35: end for
36: for i← r3 to M do
37: val←indiv1.routesSelected[i]
38: indiv2.routesSelected[i]← indiv2.routesSelected[i]
39: indiv2.routesSelected[i]← val
40: end for
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Algorithm 5 Crossover Resume
1: for i← r1 to r2 do
2: for m←0 to M do ⇒ exchange in the workers assignment of

operations
3: val←indiv1.WorkerAssignments[i][m]
4: indiv1.WorkerAssignments[i][m]← indiv2.WorkerAssignments[i][m]
5: indiv2.WorkerAssignments[i][m]← val
6: end for
7: end for
8: for i← r3 to P do
9: for m←0 to M do

10: val←indiv1.WorkerAssignments[i][m]
11: indiv1.WorkerAssignments[i][m]← indiv2.WorkerAssignments[i][m]
12: indiv2.WorkerAssignments[i][m]← val
13: end for
14: end for
15: end if
16: end if
17: end if
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Algorithm 6 Mutation(indiv)
1: CellsAssigned = WorkersAssigned ∪MachinesAssigned

2: rand ← Random (1:4)
3: if rand = 1 then
4: m ← Random(0:M)
5: indiv.CellsAssigned[m] ← Random(1:C)
6: else
7: if rand = 2 then
8: w ← Random(0:W)
9: indiv.CellsAssigned[M+w] ← Random(1:C)

10: else
11:
12: if rand = 3 then
13: p ← Random(0:P)
14: r ← Random(0 : Rp)
15: indiv.routesSelected[p] ← w
16: for each op(p,m) ∈ r do ⇒ op is an operation of r
17: Select a random worker w that may execute op
18: indiv.WorkerAssignments[p][m] ← w
19: end for
20: else
21: p ← Random(0:P)
22: m ← Random(0:M)
23: Select a random worker w that may execute op(p,m)
24: indiv.WorkerAssignments[p][m]← w
25: end if
26: end if
27: end if

In GAs, local optima are avoided using the mutation procedure (see algorithm 6).
The mutation acts at random with a probability called mutation rate on the assignment
of cells (machines or workers), or in the route selection of parts, or in the operation as-
signment of workers. It entails randomly assigning a machine or a worker to a random
cell, or randomly assigning the chosen route for a part to another route, and randomly
assigning workers to the operations of this route. Constraints 1.6 and 1.7 are kept in mind.

Lastly, the mutation procedure can affect the assignment of operations to workers, and
it consists of selecting a random operation and a random worker w who may execute this
operation. The mutation is accomplished by assigning w to the applicable operation.
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Algorithm 7 Crowding Distance method used in NSGA-II algorithm.
1: Input: List P of non-dominated solutions with p := |P |
2: Number of Objectives M
3: Output:list P with added Crowding Distance (CD) values for each solution
4: For i ∈ {1, .., M} do
5: fi,max = maximum of values for i-th objective in P

6: fi,min = minimum of values for i-th objective in P

7: end for
8: For i ∈ {1, .., P} do
9: P[j].CD =0 // initialize CD of j-th solution im P

10: end for
11: For i ∈ {1, .., M} do
12: P ′ = sort P ascending based on i-th objective
13: P ′[1].CD =∞
14: P ′[p].CD =∞
15: For j ∈ {2, ..., p− 1} do
16: P ′[j].CD+ = P ′[j+1].fi−P ′[j−1].fi

fi,max−fi,min

17: end for
18: end for
19: returnP

As previously observed, the crowding distance is calculated to approximate the density
of solutions surrounding a particular solution. The solution with the greater crowding
distance is deemed to be in a less populated region, indicating that it is quite unique and
should be retained for a bit longer. Its implementation is dependent on the number of
objectives M. In our case, M = 3 (see Algorithm 7).

3.3.2 Non-dominated Ranked Genetic Algorithm
The algorithm 8 is an exact copy of 3 ; our implementation of NRGA consisted of simply
changing the selection to Ranked Based Roulette Wheel Selection in line 16; it is essen-
tially a roulette wheel selection with the probability seen in 2.2; in our case, Rank equals
the number of ranks minus the individual’s rank.

43



Chapter 3. Solving The Generalized Cubic Cell Formation Problem.

Algorithm 8 NRGA
1: Initialize Population Pt

2: { Generate Random population − size N

3: Generate Child Population Qt

4: Crossover and Mutation }
5: Rt = Pt ∪Qt → Combined population Rt − size 2N

6: Evaluate Objective of values of each member of Rt

7: i = 1
8: while i ≤ maxGen do
9: for each member of the combined population Rt do

10: Assign Rank (level) based on Pareto - sort
11: Generate a set of non-dominated fronts
12: Calculate the crowding distance between members on each front
13: end for
14: Select the members of the combined population Rt

based on least dominated N solution to make the population of the next
generation Pt+1 . Ties are resolved by taking the less crowding distance.

15: Create next generation Qt+1
16: { Ranked Based Roulette Wheel Selection
17: Crossover and Mutation }
18: Rt+1 = Pt+1 ∪Qt+1
19: Rt = Rt+1
20: end while
21: for each member of the combined population Rt do
22: Assign Rank (level) based on Pareto - sort
23: Generate a set of non-dominated fronts
24: end for
25: LocalFront = the first and best front from the set of non-dominated fronts
26: remove double solutions from the local front
27: remove bad solutions which do not respect constraint 1.13 from the local front
28: remove solutions with duplicate fitness from the local front

3.4 Computational Results
The following tools were used to code NSGA-II and NRGA:

Language : Java 18 LibericaJDK-18-Full

Integrated Development Environment : IntelliJ IDEA 2022.1.4

Operating system : Windows 11 64x

CPU : AMD Ryzen 7 5800H at 3.20Ghz and 16 GB of RAM
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We will compare the performance of our algorithms using an exact pareto front ob-
tained by the Augmecon-R method. However, the optimal pareto fronts will only be
available for the small sized intances; for more challenging problems, we will refer to each
other’s performance using the previously discussed metrics.

3.4.1 Parameter Setting and Stopping Criterion
The effectiveness of meta-heuristic algorithms is significantly influenced by the proper
parameter value selection. Setting them by using prior literature isn’t always the best
course of action. In this study, the trial-and-error approach is utilized. Thus, after exten-
sive testing, the parameters have been determined as follows:
maxGeneration=15000,populationSize=160, crossoverRate=0.85, mutationRate=0.25, Rep-
etition=10.

3.4.2 Instances
Each instance is represented in a text file and organized, as shown in Figure 3.1.
These files were acquired from the authors of [6].

1 : The total number of parts.

2 : The total number of routes.

3 : The total number of machines.

4 : The total number of workers.

5 : The total number of cells.

6 : The vector that represents the number of routes for each part.

7 : The matrix that represents the number of operations in each route for each part.

8 : The vector that represents the InterCelluar material handling cost per part.

9 : The vector that represents the IntraCellular material handling cost per part.

10 : The vector that represents the InterCelluar movement cost per worker.

11 : The three-dimensional matrix that indicates which machine is used in each oper-
ation in each rout for each part.

12 : The matrix that indicates whether the worker can use the concerned machine.
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13 : The matrix that indicates whether the worker can process the concerned part.

14 : Three-dimensional matrix represents the quality obtained for each part when it
is processed on each machine by each worker.

Figure 3.1: Instance representation calculations.
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3.4.3 NSGA-II Performance
The instances shown in Table 3.1 (#1 to #8) are considered to be of a small size. Con-
sequently, there is a precise pareto front for each of them. These instances were executed
ten times using NSGA-II.

The preceding three metrics and the Pareto optimal front were used to evaluate these
results.

We observe in #1 that the average convergence is zero, indicating that the distance
between the obtained front and pareto front is zero. i.e., it is the same front, while also
emphasizing that the obtained front has no duplicate solutions, #8 is nearly identical,
whereas the remaining solutions appear to be quite distant from the pareto frontier.

Low convergence indicates that the front is far from the pareto front, and one might
assume that this automatically means that the resulting front is worse. However, as
demonstrated in all instances except for #7, the ND ratio is on average 1.0, indicating
that no solution from the pareto front is dominant over the solutions from the obtained
front. #7 is essentially identical.

3.4.4 NRGA Performance
The instances shown in Table 3.2 (#1 to #8) are of a small size. there is a precise pareto
front for each of them. These instances were executed ten times using NRGA.
The preceding three metrics and the Pareto optimal front were used to evaluate these
results.

These results are essentially the same as NSGA 2 excluding the Execution time which
is on average over 50% higher.
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3.4.5 NSGA-II VS NRGA

The problem characteristics ND Ratio Time
No. P E Rp M W C Average Best Average Best
0 4 8 3 3 2 1.0 1.0 20.37 20.17
1 5 10 4 3 2 0.93 1.0 21.05 20.86
2 6 11 3 4 2 1.0 1.0 22.62 22.21
3 7 12 4 3 2 0.85 1.0 22.06 21.75
4 8 16 4 3 3 0.77 1.0 20.97 20.31
5 9 18 5 4 4 0.80 1.0 20.58 19.97
6 10 20 5 4 3 0.73 1.0 22.22 21.24
7 10 20 7 6 4 0.95 1.0 23.31 22.54
8 11 22 4 4 3 0.64 0.98 21.24 20.73
9 12 24 6 7 3 0.87 1.0 24.52 23.75
10 13 26 8 7 4 0.82 1.0 27.32 25.97
11 14 28 10 7 4 0.82 1.0 29.84 27.88
12 20 40 13 15 5 0.76 1.0 50.94 47.97
13 30 90 15 12 5 0.86 1.0 64.09 60.70
14 35 85 18 18 6 0.78 0.99 100.81 95.96
15 40 80 20 15 7 0.82 0.95 148.32 142.28
16 50 148 22 15 7 0.84 1.0 151.58 144.40

Table 3.3: Large sized instances run 10 times on NSGA-II referenced with NRGA

The problem characteristics ND Ratio Time
No. P E Rp M W C Average Best Average Best
0 4 8 3 3 2 1.0 1.0 36.57 36.02
1 5 10 4 3 2 0.91 0.98 37.47 37.22
2 6 11 3 4 2 0.98 1.0 39.27 38.77
3 7 12 4 3 2 0.87 0.98 38.74 38.31
4 8 16 4 3 3 0.80 0.97 37.68 36.62
5 9 18 5 4 4 0.63 1.0 37.35 36.31
6 10 20 5 4 3 0.54 1.0 38.99 37.87
7 10 20 7 6 4 0.61 0.96 39.72 39.06
8 11 22 4 4 3 0.83 1.0 38.17 37.52
9 12 24 6 7 3 0.64 0.94 41.15 40.70
10 13 26 8 7 4 0.83 1.0 42.89 42.03
11 14 28 10 7 4 0.70 1.0 47.24 44.51
12 20 40 13 15 5 0.91 1.0 67.18 64.39
13 30 90 15 12 5 0.90 1.0 80.50 76.71
14 35 85 18 18 6 0.89 1.0 118.52 112.0
15 40 80 20 15 7 0.82 1.0 163.40 155.49
16 50 148 22 15 7 0.75 1.0 161.08 153.48

Table 3.4: Large sized instances run 10 times on NRGA referenced with NSGA-II
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Previously, when running small instances, we had a pareto optimal front as a point of
reference; however, this is no longer the case when dealing with large-scale problems.

Therefore, in order to compare these results, we will use the ND Ratio Metric and
reference the results of each algorithm against one another; this will allow us to determine
which one is more dominant.

This is precisely what the two tables 3.3 and 3.4 demonstrate. We observe that, on
average and in exceptional cases, NSGA2 and NRGA have nearly identical dominance
over one another. It differs from instance to instance, but is consistent overall.

3.5 Software presentation

3.5.1 Graphical user interface
In our project, we used the JavaFX library because of its convenience in designing ap-
plications with graphical user interface. The Graphical User Interface will be presented
using the following Figures 3.2,3.3,3.4,3.5.

3.5.1.1 Standby window

Figure 3.2: Standby window.
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As seen in figure 3.2, the standby window is completely empty aside from the sizable,
crucial side panel, which is attainable from all windows. The figure also shows its features,
which are as follows:

1. Load instance.

2. Choose instance type.

3. Choose resolution method.

4. Set parameters.

5. Start execution .

6. Reset all.

3.5.1.2 Performance window

Figure 3.3: Performance window.

When the execution is complete, as indicated by the progress bars beneath the start
execution button, three buttons illuminate, as shown in figure 3.3 part 1:

1. Performance button.

2. Solutions button.

3. Statistic button.
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Parts 2 and 3—which represent the performance window—will appear when we select
the performance button.

The second part is the result area, and in the case of performance, it displays a
histogram. In Part 3, two buttons are shown:

4. Changing from average to best results.

5. Changing Metrics.

3.5.1.3 Solutions window

Figure 3.4: Solutions window.

When you click the Solutions button and choose a solved dataset (if more than one is
available), you’ll see the following in figure 3.4:

1. Scatter plot representing the selected solved set.

2. Switch between the resolution methods if more than one are selected.

Red dots indicate the chosen resolution method, green dots indicate the referenced
resolution method, and blue dots indicate the points that are shared by the two.
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3.5.1.4 Statistics window

Figure 3.5: Statistics window.

In figure 3.5, which appears when you press the Statistic button, you can see the following:

1. Switch between the resolution methods if more than one are selected.

2. Table with all the information on the results

3.6 Conclusion
In this chapter, we demonstrated our application of the genetic algorithm to GCCFP.
Initial presentation includes the solution’s adopted representation and evaluation. Next,
the solution strategy containing a description of the proposed NSGA-II and NRGA is
outlined. Finally, the instances and computed results and software are presented.
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CONCLUSION AND PERSPECTIVES

The Generalized Cubic Cell Formation Problem, a variant of the Cell Formation Problem,
has been addressed in this study. Regarding this issue, we consider:

• workers as the third dimension in addition to machines and parts.

• alternative routes for the components

Our method relies on Multi-Objective techniques to solve the problem of generalized
cubic cell formation. Thus, we have selected the ever-popular NSGA-II and one of its vari-
ants, NRGA. To evaluate the performance of our implementation of the two algorithms,
we compared our results with the results obtained by the LINGO software by solving the
problem instances using the exact Augmecon-R method as a reference pareto frontier and
using several performance indicators.
In addition, we compared the obtained results to one another by measuring their relative
dominance.

Despite the fact that its convergence toward the pareto front was low, the results ob-
tained on average were never dominated by the pareto front. This was the conclusion
that could be drawn from the comparison. NSGA-II’s performance was deemed to be
satisfactory overall. The NRGA, on the other hand, performed almost exactly the same,
but it was significantly slower in terms of its execution time.

This paper’s work can be expanded to achieve further goals. As potential future
extensions of our work, we plan to apply newer, more robust, and up-to-date multi-
objective algorithms that can tackle this problem significantly more quickly and precisely.
While Creating extra constraints in the GCCFP implementation to better depict difficult
real-world scenarios
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