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Abstract

With the growth of the Internet of Things (IoT), the majority of apps run on mobile de-
vices are increasingly reliant on artificial intelligence (AI) algorithms, such as approaches for
automatic learning, image/video processing, augmented reality, online gaming, and the long-
awaited arrival of metaverse applications. These applications need a large amount of resources
in order to perform extremely complicated calculations, mobile terminals face significant lim-
its in terms of computation and storage capacity, in addition to a limited battery life. As a
solution, computation / data offloading has been presented as a possible resource allocation
strategy that comprises transferring intensive jobs and massive volumes of data to be per-
formed by the mobile edge computing (MEC).

However, the lack of confidence between mobile terminals and MEC servers is seen as a
serious security and confidentiality problem to the computation/data offloading approach’s
deployment. Indeed, before engaging in any interaction, each entity of the system must verify
and confirm the reliability and the security of the other entity. Blockchain has recently been
identified promising solution for increasing the security of MEC systems. Furthermore, the
blockchain can provide high levels of security and trust for MEC by depending on a vast
community’s distributed verification of the authenticity of MEC system communicators via
highly trustworthy consensus protocols.

Motivated by the previous discussion, we investigate in this work a trust management sys-
tem to ensure more secure and reliable interactions in the MEC domain for task offloading.
Our system is built on blockchain technology and consists primarily of two parts: a bidirec-
tional trust management mechanism based on a reputation metric and an incentive approach
that uses game theory to ensure more efficient block mining. We used a Stackelberg-type game
to model the incentive problem in verification with asymmetric information in which the play-
ers are: a leader who acts first, followed by several followers. Our Stackelberg game is being
played between edge devices.

The leader begins by announcing its strategy, after which the followers compete and re-
spond with their best strategy that maximizes the leader’s approach. After receiving all of the
followers’ replies, the leader optimizes its final strategy. In the last part we tried to show the
relationship between the utility of the players (leader/follower) and the other parameters, and
we obtained logical results.

Keywords: Mobile Edge Computing, Offloading, Blockchain, Incitation Mechanism, Game
Theory
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Résumé

Avec la croissance de l’Internet des objets (IoT), la majorité des applications exécutées sur
les terminaux mobiles dépendent de plus en plus des algorithmes d’intelligence artificielle
(IA), comme les approches d’apprentissage automatique, de traitement d’images/vidéos, de
réalité augmentée, de jeux en ligne, et l’arrivée tant attendue des applications metaverses.
Ces applications nécessitent fréquemment une grande quantité de ressources afin d’effectuer
des calculs extrêmement compliqués. Les terminaux mobiles sont confrontés à des limites
importantes en termes de capacité de calcul et de stockage, en plus d’une autonomie limitée.
Comme solution, le déchargement des calculs et des données (computation / data offloading) a
été présenté comme une stratégie possible d’allocation des ressources qui consiste à transférer
les calculs intensifs et les données intensives à effectuer à distance sur des serveurs distants de
l’informatique mobile périphérique (mobile edge computing (MEC)).

Cependant, le manque de confiance entre les terminaux mobiles et les serveurs MEC est
considéré comme un grave problème de sécurité et de confidentialité pour le déploiement de
l’approche de déchargement des calculs/données. En effet, avant de s’engager dans une quel-
conque interaction, chaque composant du système doit vérifier et confirmer la fiabilité et la
sécurité de l’autre composant. La blockchain a récemment été identifiée comme un concurrent
possible pour accroître la sécurité des systèmes MEC. En outre, la blockchain peut fournir des
niveaux élevés de sécurité et de confiance pour les MEC en dépendant de la vérification dis-
tribuée par une vaste communauté de l’authenticité des communicateurs du système MEC via
des protocoles de consensus hautement fiables.

Nous concentrons nos efforts pour proposer un système de gestion de la confiance afin
d’assurer des interactions plus sûres et plus fiables dans le domaine MEC pour le décharge-
ment de calcul des tâches. Notre système est construit sur la technologie blockchain et se
compose principalement de deux parties : un mécanisme de gestion de la confiance bidirec-
tionnelle basé sur une métrique de réputation, une approche incitative qui utilise la théorie
des jeux pour assurer une vérification plus efficace des blocs. Nous avons utilisé un jeu de
type Stackelberg pour modéliser le problème d’incitation à la vérification avec information
asymétrique dans lequel les joueurs sont : l’agent de calcul de tache (initiateur de block),le
verificateurs de block.Un leader qui commence par annoncer sa stratégie, après les suiveurs
(les vérificateurs de block) entrent en compétition et répondent avec leur meilleure stratégie
qui maximise l’approche du leader. Après avoir reçu toutes les réponses des suiveurs, le leader
optimise sa stratégie finale.

Dans la dernière partie, nous avons essayé à travers des différente expérimentations de
montrer la relation entre l’utilité des joueurs (leader/suiveur) et les autres paramètres, et nous
avons obtenu des résultats logiques.

Mots clés : Mobile Edge Computing, Offloading, Blockchain ,Théorie des jeux, Mechanisme
d’incitation.
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Introduction

The Internet of Things (IoT) technology is exploding as we increasingly require intelligent
objects in our daily lives to help us achieving our goals. It is currently seen as the next step
in the growth of the Internet. IoT is no longer about linking tablets, laptops, and phones, but
about allowing any aspect of the physical world to interact with one another, thereby eradi-
cating the limits between physical objects and the virtual world. Unfortunately, exploiting the
potential of IoT data is not simple. IoT devices are designed to stay connected while produc-
ing large volumes of data. As a result, collecting and analyzing sensor data from devices is a
big challenge [2]. The concept of mobile edge computing (MEC) has emerge as a solution to
the IoT device’s limitations by offloading substantial computations and data to mobile cloud
computing for processing and storage of huge amounts of data [3]. Simultaneously, with the
emergence of the IoT and upcoming Artificial Intelligence (AI) applications, devices need to
offload data to the cloud while being aware that the cloud is located in a geographically distant
location. Hence, it will lead to a long response time for the user, especially since the timeout
condition will endanger one’s life in numerous scenarios such as self-driving cars and health
related applications. For this purpose, MEC has arrived to eliminate these problems, which is
a type of Network architecture that functions as an alternative to Cloud Computing. Rather
than transmitting data treatment / computation offloading created by connected IoT devices
to the cloud or a data center, the data treatment / computation offloading is processed at the
network’s edge where it is generated. However, trust issues exist at both the service provider
and the mobile device levels, with mobile consumers concerned that mobile edge computing
would fake their bills, miscalculate, or steal their data. On the MEC side, they don’t know what
data treatment / computation offloading the mobile device would offload, so it may be mali-
cious data. Although certain trust management systems can ensure trust between two parties,
they are systems of a third party, and there is no guarantee that they will not reveal private in-
formation. However, with the emergence of Blockchain technology, which is highly promising
due to its anonymity, immutability, and decentralized nature, new trust management solutions
based on this technology have simplified matters. Each system entity can interact with each
other without the necessity of a third party.

1



Objectives and contributions

In this context, we are interested in presenting a new blockchain-based trust management
system for securing the offloading process in mobile edge computing. Our system guarantees
the confidentiality of the entities’ identity in the system and also the security and reliability of
the offloading process. The main contribution of this work is summarized as follow:

- We review the key works on blockchain based trust management for task offloading.

- We propose a blockchain-based trust management system, which improves the security of
communications between mobile devices and mobile edge computing in untrusted environ-
ments by providing a higher level of privacy and reliability.

- We propose an incentive mechanism to encourage the different entities of the system to
actively participate in our blockchain-based trust management system. For this, we propose
a new strategy called tokens. Each user has a digital credit account to store his tokens.
Initially, the system distributes a set of tokens to each entity on the system who has an
account so that he can participate as verifier or auditor.

- We use a stackelberg game to model the strategy of interactions between a task computing
agent and verifiers, the task computing agent proposes smart contracts to encourage verifiers
with higher reputation scores to participate in the verification process, so that each verifier is
incentivized to verify and validate the block in the shortest possible time. we use a concave
optimization and backward induction to prove the stackelberg equilibrium and derive the
optimal system strategies.

- We implement a series of extensive experimentation to evaluate the efficiency of our game
theoretic-based verification incentive scheme.

Organization of the report

In addition to the introduction and conclusion, our report is structured in four chapters.

In chapter 1, we present an overview of computation offloading in MEC and Cloud com-
puting.

In chapter 2, we present the fundamental concepts of the blockchain and the trust manage-
ment. Then, we review the literature on blockchain-based trust management.

chapter 3 we present and proposed blockchain-based trust management system before de-
tailing the game-theoretic-based incentive mechanism.

Finally, chapter4 describes the implementation and performance evaluation of our incen-
tive system and the interpretation of the obtained results .
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CHAPTER 1
An overview on computation offloading
in mobile edge computing

1.1 Introduction

The popular social media platforms, such as Facebook, Instagram, Twitter, YouTube, and
Netflix, are currently Cloud-based. Furthermore, consumers are increasingly combining vari-
ous mobile devices to satisfy their personal and professional needs. One of the primary bene-
fits of the Cloud is the ability for users to access their data or computations at any time from
any device, and it also enables devices with limited storage capacity to perform activities with
high storage intensity by employing virtual storage. This not only reduces device prices but
also improves battery life and overall user experience.

Simultaneously, Cloud computing is located in a geographically distant location. So it will
lead to a long response time for the user. To resolve the problem of network latency, a new
paradigm known as mobile edge computing (MEC) has been developed.Hence, The devices
may communicate fastly with the nearest edge node, and may significantly reduce communi-
cation latency.

Nowdays mobile devices are ressource contrainted. As a solution to mobile devices’ lim-
ited resources, offloading tasks to a distant server (Cloud computing or MEC) propose as a
promising solution with various benefits, such as extending battery life, reducing latency, and
enhancing application performance.

Throughout this chapter, we attempt to provide a comprehensive overview of the state of
the art related to Cloud, mobile edge computing and computation offloading.
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1.2 Cloud computing

The concept of Cloud computing first appeared in 1961, when professor John McCarthy
postulated that shared computer technology may lead to a future in which processing power
and even particular programs could be sold as a public utility. The word «Cloud computing»
began to arise in technology circles during this time of change [3].

1.2.1 Definition

According to the official National Institute of Standards and Technology (NIST) definition «
Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access
to a shared pool of configurable computing resources (e.g., networks, servers, storage, appli-
cations, and services) that can be rapidly provisioned and released with minimal management
effort or service provider interaction» [3].

It is possible to define Cloud computing as the delivery of different services via the Internet
such as processing power, storage, etc. Instead of buying, owning, and managing physical
servers and data centers, you may use your own name to gain a remote access to Cloud-based
technology services, and you pay based on the services used (pay-as-you-go).

1.2.2 Main characteristics

NIST has defined five key characteristics for Cloud [4]:

- On-demand self-service : A consumer can unilaterally provide computing capabilities such
as server time and network storage, as required, without requiring human interaction with
the provider of each service.

- Broad network access : The resources provided in the Cloud environment require access via
the network through several types of devices (LapTops, PDAs, Tablets, Smart phones, etc.).

- Resource pooling : It signifies that the Cloud provider used a multi-tenant architecture to
pull computing resources and to deliver storage services to different clients. The various
physical and virtual resources are dynamically assigned and reassigned according to the
requests of the customers. In general, customers have no control or knowledge of the actual
location of the proposed resources; however, they can specify the location at a high level of
abstraction such as country, state or datacenter.

- Rapid elasticity : A Cloud service must allow the user to deploy new resources or adjust
service limitations almost instantly.
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- Measured service: Cloud service providers are able to measure the consumption of different
resources (CPU, Storage, Bandwidth, etc.) in a precise way. This measurement allows them
to bill the customer according to the resources used.

1.2.3 Service models

There are three models of Cloud service [4]:

Application
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Servers
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Virtualization

Storage
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Figure 1.1: Service models in cloud computing: IaaS, PaaS, SaaS.

- Infrastructure as a Service (IaaS) : Provides users with access to basic computing resources
such as processing capacity, data storage and networking, in a secure data center environ-
ment, see figure 1.1.(A).

- Platform as a Service (Paas) : The user is able to create and deploy their own applications
using the provider’s languages and tools. The user does not manage or control the under-
lying Cloud infrastructure (networks, servers, storage) but the user controls the deployed
application and its configuration, see figure1.1.(B).

- Software as a Service (SaaS) : Offer application services adapted to the various needs of
companies such as customer relationship management, marketing automation or value and
profitability analysis, see figure 1.1.(C).
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1.2.4 Deployment models

According to NIST there are four deployment models of Cloud computing, see 1.2 These
deployment models are as follow [4]:

Hybrid cloud

Public cloud

Public cloud

Cloud deployment 
models

Community cloud

Figure 1.2: Deployment models of Cloud computing.

- Public Cloud : The public Cloud is a type of Cloud that provides various types of services
over the Internet. These are typically provided by an organization that manages the infras-
tructure of the Cloud.

- Private Cloud : The infrastructure of the Cloud is used by a single organization. It can be
managed by the organization or by a third party. The infrastructure can be placed on the
organization’s premises or externally.

- Hybrid Cloud : The Cloud infrastructure consists of two or more types of Clouds. These
infrastructures are linked by the same technology, allowing for application and data porta-
bility.

- Community Cloud : Cloud infrastructure is shared by a group of organizations for the pur-
poses of a community that wishes to share resources (security, compliance, etc.). It can be
managed by the organizations or by a third party and can be located inside or outside.

1.2.5 Benefits and Challenges

Cloud computing, like any other technology, offers several advantages, whether technical,
architectural or commercial. This does not mean that the Cloud has no issues and challenges.

1.2.5.1 Benefits

Among the key benefits of Cloud computing, we cite the following:
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- Cost reduction : Because no investment in physical hardware is required, significant capi-
tal cost savings can be achieved. It also reduces the need for skilled technicians to service
equipment. A Cloud service provider owns and manages the equipment [5].

- High speed : Cloud computing allows services to be launched in less time than it takes to
describe it. This faster deployment means that you can have the resources you need for your
system in a very short time [6].

- Quick deployment : If you choose to use the Cloud, you can have your entire system up
and running in minutes. However, the amount of time required depends on the type of
technology used by the company [6].

- Easy scalability : Cloud computing is a flexible technique that allows for on-demand busi-
ness scalability by using on-demand Cloud services such as SaaS, PaaS, or IaaS [5].

1.2.5.2 Challenges

The main limits of Cloud computing are as follows:

- Security and Privacy : One of the biggest problems of Cloud computing is security. Cloud
service providers host a large amount of data on their servers and many people and compa-
nies are concerned that data stored on remote sites might be hacked [5].

- Reliability : Because most organizations increasingly rely on third-party services, Cloud-
based systems must be dependable and robust [5].

- Interoperability : This means that an application on one platform should be able to use
services from other platforms. It is made feasible through online services, however imple-
menting such web services is quite difficult [5].

- Long delay : The terminal is generally far from the Cloud server, and long-distance data
transmission increases the transmission delay, which does not meet the requirements of real-
time, low latency and high quality of service (QoS) in the network [7].

In recent years, a new computing technology known as Mobile edge computing (MEC), has
emerged to avoid the transmission of large amounts of irrelevant data to data centers or the
Cloud. In this second part we will present an overview of the MEC.

1.3 Mobile edge computing

The growth in the number of mobile devices and their associated applications that require
extensive data exchange and powerfull processing has led to the development of Mobile-edge
computing.
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1.3.1 Definition

The term "Mobile edge computing", generally shortened as MEC, does not have a specific
definition and there is no consensus in literature. Bellow we give two definition among the
available definitions :

- According to the European Telecommunications Standards Institute (ETSI), MEC is defined
as follows. “Mobile edge computing provides an IT service environment and Cloud comput-
ing capabilities at the edge of the mobile network, within the radio access network (RAN)
and in close proximity to mobile subscribers.” [8].

- Another definition of MEC given by Arif and Ejaz in [9] “Mobile Edge computing is a model
for enabling business oriented, Cloud computing platforms within the radio access network
at the close proximity of mobile subscribers to serve delay sensitive, context aware applica-
tions.” [9].

In fact, MEC refers to a network architecture in which computing resources, storage capac-
ity, and computing power are maintained as close as possible to the end devices.

1.3.2 Architecture

As illustrated in 1.3, mobile edge computing is composed of three distinct layers, which are
explained below [1] :

Figure 1.3: An example of a basic three-layered MEC architecture [1].

Layer 1 - Edge devices : This layer includes both IoT mobile devices (sensors, smart phones,
smart plugs, smart vehicles, etc.) and users. The ingestion of data and the operations
that go with it are handled by this first layer.
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Layer 2 - Edge nodes : This layer is composed of edge nodes. These nodes handle data pro-
cessing, routing, and computation.

Layer 3 - Cloud services : This layer consists of many Cloud services with higher computa-
tional requirements, it supports data analysis, artificial intelligence, machine learning
and visualization.

1.3.3 Edge computing vs Cloud computing

While both edge and Cloud computing solutions are agile, scalable, dependable, and se-
cure, they also boost productivity and performance, these two computing systems are funda-
mentally different. First, with Cloud computing, data is increasingly centralized in outsourced
data centers, therefore edge solutions move their analytics and computing capabilities as near
to the data source as possible, and also the edge computing minimizes service latency and
network bandwidth compared with the Cloud [10].

Another difference is the cost. Cloud computing reduces it. It is not essential to invest in
equipment or to assure the material’s maintenance. Edge computing, on the other hand, is
more expensive since it necessitates the installation and maintenance of equipment [11] [8].
Furthermore, Cloud computing often has a longer response time than edge computing.

1.4 Towards computation offloading in mobile edge computing

The majority of mobile applications are increasingly reliant on artificial intelligence (AI)
algorithms, and these devices have limited battery and processing power, so when the edge
node lacks processing capability, the computation task can be transferred to the edge server or
the Cloud data center to improve overall system performance. This is known as "computation
offloading" [12], [13].

1.4.1 Computation offloading

Computation offloading is a popular technique for improving mobile application perfor-
mance while reducing power consumption by transferring computing tasks to external sources
such as Clouds, edge, grids, or clusters, allowing the application to take advantage of power-
ful hardware and a sufficient power supply to increase responsiveness while reducing battery
power consumption [14], [15].
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1.4.2 Types of computation offloading

The concept of computation offloading appears to be very complicated and can be primarily
divided into three types: full offloading, partial offloading, and local computation [12].

- Full offloading : The whole program, including all associated data, will be offloaded to an
offloading server (Cloud or MEC server), where the computation completed, the results will
be returned to the mobile device [12].

- Partial offloading : To improve the user experience, partial offloading refers to offloading a
part of the user’s tasks to be computed on an edge server and completing the remaining part
locally. Usually, the part of the program that requires more energy or has greater computa-
tional complexity will be offloaded to the Cloud/edge server. Both the mobile device and the
Cloud/edge are responsible for the calculation in this case, and the final results are obtained
by combining the separate results of the computations performed on the mobile device and
at the offloading server [16].

- Local computation : The entire calculation process is completed locally at the end users.
This kind of computation is generally designed for tasks with low computing power re-
quirements [17].

1.4.3 What to do before offloading ?

Before offloading the task computation, we need to answer a few questions :

1.4.3.1 Can the task be offloaded : what to offload?

Unless Cloud data center workloads can be offloaded to edge devices and servers, edge
computing promises to reduce service latency and network bandwidth usage cannot be ful-
filled. As a result, in the coexisting edge-Cloud environment, original workloads conducted in
Cloud data centers must be partitioned and some of them must be selected to be executed on
edge devices. Furthermore, in other circumstances, such as the IoT, local computing power is
dispersed heterogeneously among numerous heterogeneous devices, and local computing re-
sources are insufficient to execute complicated programs. Therefore, careful selection of work-
loads that are offloaded to edge devices can result in delays and poor system performance [13].

1.4.3.2 When to offload the task

Offloading computation allows the use of devices’ computation storage, networking, and
energy capabilities while lowering latency for compute-intensive applications and services.

10



Due to the fact that the network status changes dynamically during application execution, the
decision to offload the load must indicate when it is to be offloaded [13].

1.4.3.3 Where to offload

The task offloading can be implemented by scheduling partitioned tasks to the target edge
device and edge server. The choice of edge device and edge server to target includes several
objective optimizations such as performance, power, network bandwidth, privacy protection
methodology. For example, an intrinsic scheduling policy is energy intensive tasks are of-
floaded to the Cloud servers to save energy, while data-intensive tasks are offloaded to the
edge servers to reduce latency and network traffic [13].

1.4.3.4 Which offload policy apply

A good computation offloading policy must find the optimal balance between the overall
computation delay, data transmission, and related performance metrics [13]. A well designed
task offloading strategy can save energy on devices and reduce the response time of applica-
tions [18]. For example, Lin et al. in [19] proposed an offloading method with task depen-
dency on different processors based on Heterogeneous Earliest Finish Time (HEFT). Maio et
al. in [20]. propose a heuristic-based approach to find a tradeoff solution among application
runtime, battery lifetime, and user cost.

1.4.3.5 What about trust (security)

Task offloading in MEC and Cloud computing are a solution to enhance resource-limited
mobile devices’ capabilities by offloading tasks to the their servers. The MEC/ Cloud com-
puting may charge the mobile device for the calculation completed, so delivering offloading
as a service. The difficulty here is how the device can trust that the MEC/ Cloud computing
executes the expected computation and does not cheat [21]. Therefore, the realization of a
secure and trusted resource sharing computing environment is one of the key elements of the
development of edge computing [22].

1.5 Conclusion

In this chapter, we presented an overview of computation offloading in MEC. In the first and
second sections, we presented an overview of Cloud computing and mobile edge computing,
highlighting its advantages and benefits such as lowering response time and enabling mobile
devices to perform their tasks by offering computational and storage capacity. We concluded
these two parts with a comparison between the MEC and Cloud computing. Moreover, we
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discussed computation offloading, which has been a cost-effective idea in recent times, as well
as future AI-related applications that are resource restricted, etc. Finally, we presented certain
questions to be addressed before to offloading, one of which being trust and security problems
related to offloading and the importance of secure offloading to the Cloud/edge.

In the next chapter, we present a brief survey on blockchain and trust management systems
for computation offloading in mobile edge computing.
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CHAPTER 2
When trust management meets
blockchain

2.1 Introduction

Trust is one of the important issues for computation offloading in Cloud or edge comput-
ing. However, over the last several years, trust management approaches have been widely
employed to identify and isolate untrustworthy behavior and objects. These strategies, how-
ever, still have several drawbacks. There is a need to protect the integrity and trustworthiness
of the information that is transmitted and shared [23].

Blockchain (BC) is a novel approach to the problem of trust, fundamentally changing the
way online transactions are conducted by securing the trust of unknown parties [24]. It uses
encryption to protect users’ identities, ensure secure transaction completion, and secure stored
information. The combination of trust management with blockchain can provide secure data,
more efficient verification of information integrity, and assist improve data confidentiality and
availability while sharing and storing.

In this chapter, we start by presenting an overview of trust management in section 2.2
before presenting the blockchain technology in section 2.3. In section 2.4, we conclude with a
discussion of blockchain-based trust management.
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2.2 Trust management

Trust is an essential concept in all aspects of human contact. It enables us to interact with
other people in the most secure manner possible, even when we lack all of the necessary com-
munication or technology knowledge. In many cases, trust serves as a natural layer of protec-
tion inside human groups.

In this section, we give an overview on the key characteristics of the concept of trust man-
agement.

2.2.1 Definition

Trust management has been explored and used in a variety of domains, which include the
social sciences, economics and philosophy, etc. As a result, we have found different definitions
of trust management; below are some examples:

- According to Tilborg et al. “Trust management refers to the process of deciding whether the
execution of a requested action is authorized by the combination of a local security policy
and digitally signed assertions issued by trusted remote parties” [25].

- Grandison and Sloman define trust management as “The activity of collecting, codifying, an-
alyzing and evaluating evidence relating to competence, honesty, security or dependability
with the purpose of making assessments and decisions regarding trust relationships” [26].

From these points, trust management is an effective method for assessing and establishing
trusted relationships through the use of symbolic representations of social trust to facilitate
automated decision-making.

2.2.2 Composition

According to Cristiano Castelfranchi, trust can be composed In several sub-beliefs [27]:

- Competence belief: one entity believes that the other entity is capable of doing what it
expects from it in an efficient manner.

- Willingness belief: when one entity thinks that the other entity wants or needs to do what
is expected of it in order to achieve its objectives.

- Dependence belief: An entity that is reliant on another because it believes it must rely on
another entity to achieve its objectives since it cannot accomplish it alone.
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2.2.3 Types

There is three types of trust [27]:

- Blind trust: This represents the "default" trust in the system before any event occurs, en-
abling entities to form interactions with objects that are unknown.

- Conditional trust: This is the "classic" trust state throughout the entite’s whole lifetime.
This conditional trust is likely to change and may be subject to limitations or requirements.

- Unconditional trust: A trust is most usually configured by the administrator and does not
rely on successful or unsuccessful interactions, external suggestions, or other sources of con-
ditional trust adjustments.

2.2.4 Key concepts

In the concept of trust management we find [28]:

- Trustor: The trustor is the person who establishes trust, which can be the cloud or an orga-
nization, for example.

- Trustee: The entity that asks access to the trustee’s services is represented by an identifiable
entity in the system. The trustees are autonomous in the idea that their activities can not be
directly controlled by outsiders such as the service provider, hence the trustee is in charge
of the trust’s management.

- Trust decision: The trustee’s decision is binary and based on the trust/risk balance.

- Actions: Use of the trustor’s services is included. It may be necessary to lower the resources
available at the time of the action or to strengthen the trustee’s control.

- Risk: Any decision to enable exposes somethings under our control to aggressiveness or ma-
nipulation, while less monitoring means bad conduct goes undiscovered and more resources
granted means they are wasted or exploited.

- Reputation: Is described as a predesigned notion generated by a party’s past behavior re-
garding its intentions and conventions.

- Recommendation: It is the process of transferring a party’s reputation from one communal
environment to another.

2.2.5 Properties of trust relationships

Trust can be divided into the following categories based on different classification criterias
[29].
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- Direct trust and indirect trust.

1) Direct trust: Is a trust relationship formed by the direct interactions of two entities. It is
the consequence of exchanges between the trustor and the trustee.

2) Indirect trust: In indirect trust, also known as derived trust or recommendation trust,
the two people do not know one other. Trust is founded as a result of trustee intermediary
individuals.

- Identity trust and behavior trust.

- Function trust and experience trust.

- Objective trust and subjective trust.

- Intra-domain trust and inter-domain trust.

- etc.

2.2.6 Trust management in Mobile edge computing

Trust management is an important part of the security mechanism in mobile edge comput-
ing environments, starting with analyzing the security and privacy of user data. Therefore, It
is essential to build a trust evaluation scheme to evaluate service providers’ performance in
the MEC environment for four main reasons [30]:

- A service consumer knows the level of trust of a service provider before interacting with it.

- Service providers will know that their activities are tracked and logged in a database.

- The trust evaluation scheme allows a service provider to know its faulty points to improve
them. Providers with good trust value will attract more service users, which increases their
profits.

2.3 Blockchain technology

One of the issues that Internet users confront is making transactions in situations when
they do not know or trust the other party. The blockchain is a novel technology that is being
used to validate and preserve transaction records.

2.3.1 History

It all began in 1991, when researchers Stuart Haber and W. Scott Stornetta proposed a
computationally feasible approach for time-Stamping digital documents so that they could
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not be backdated or faked. Merkle trees were added into the design in 1992, making it more
efficient by allowing several documents to be grouped into a single block [31].

In 2004, Harold Thomas Finney known as Hal Finney proposed the RPoW (Reusable Proof
of Work) system, which might be considered an early prototype and an essential early step in
the creation of cryptocurrencies [31].

Blockchain technology first emerged in late 2008, with the launch of the cryptocurrency
bitcoin, when an individual (or group) writing under the pen name Satoshi Nakamoto posted
a white paper titled « Bitcoin: A Peer to Peer Electronic Cash System » [31].

The Bitcoin cryptocurrency blockchain network was established in 2009. The pattern that
most contemporary cryptocurrency schemes follow is outlined in Nakamoto’s paper [31].

Ethereum was developed in 2013 by Vitalik Buterin, a programmer and creator of the
Bitcoin magazine, with the intention of establishing a more adaptable blockchain that was
not confined to currency transactions. In 2015, he introduced Ethereum as a second pub-
lic blockchain capable of recording contracts, loans, and other types of transactions, whereas
Bitcoin can only record transactions [31].

Nowadays, blockchain technology is gaining popularity and is employed in a variety of
applications other than cryptocurrency.

2.3.2 Definition

Numerous definitions of blockchain have been given, including the following:

- A Blockchain is a distributed transactional database, comparable to a decentralized and
shared ledger, that stores and transmits value or data via the Internet in a transparent, safe,
and self-sufficient way without the intervention of a central control body [32].

- A blockchain is literally a chain of blocks, see figure 2.1, digital containers on which all
kinds of information are stored: transactions, contracts, property titles, works of art, etc. The
blocks constitute a database, much like the pages of a ledger. This ledger is distributed [33].

- Blockchain is an incorruptible digital record of economic transactions that can be configured
to record not only financial transactions, but also nearly everything of value [34].

We can also propose this definition as a recapitulation of what precedes: Blockchain is a
digital system that records transactions and asset data in several locations at the same time.
In other words, blockchain is a technology that allows data to be stored and exchanged in a
transparent, safe, and decentralized way, without the need for a central controlling authority .
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Figure 2.1: Simplified example of a Blockchain.

2.3.3 Main characteristics

Blockchain technology is mainly characterized by the following elements [2]:

- Traceability: The ability to track and validate the spatial and temporal information of a data
block stored on the blockchain. Each block of data stored on the blockchain has a historical
timestamp that guarantees data traceability.

- Transparency: The blockchain data is widely open to any user who can access and verify
transactions on the chain. So, information can be verified by all stakeholders and accepted
by consensus.

- Anonymity: when transferring data between nodes, the identity of the individual remains
anonymous, making the system more secure.

- Decentralization: In blockchain, decentralization refers to the transfer of monitoring and
decision making from a centralized association (individual, company, or group of people)
to a decentralized network. Decentralized networks seek to reduce the level of trust that
members should put in each other and the ability to exercise authority or direct each other
in ways that undermine the effectiveness of the network.

- Security: Blockchain data is stored by a community of users rather than a single server,
making it harder to destroy all copies of documents.
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2.3.4 Components

The Blockchain contains numerous components that collaborate for in the completion of a
transaction. The following are the key components of the Blockchain architecture:

- Blocks: Blocks are data structures designed to collect group of transactions and distribute
them to all network nodes. Each block includes a header, which is the metadata that con-
firms its legitimacy, as well as the transactions that the miner has decided to include in the
block that he or she has constructed. The maximum number of transactions that a block can
contain is determined by the block’s size and the size of each transaction.

- Ledger: A ledger is a store of current and previous state data maintained by all nodes in the
network. There are three types of ledger [31]:

1) Public ledger: It’s open and transparent to everyone. Anyone on the blockchain network
can read and write anything.

2) Distributed ledger: Every node has a local copy of the database. Here, a group of nodes
collectively execute the task.

3) Decentralized ledger: the node or group of nodes does not have central control. Each
node participates in the execution of the task.

- Smart contracts: Smart contracts are lines of code that are stored on the ledger of the
blockchain and executed automatically when predetermined conditions are achieved [35].

- Peer Network: Peer-to-peer networks are used in blockchain networks where every node
connects to every other node and shares resources with each other without the interven-
tion of third-party authenticators or servers. All nodes have equal rights in applying the
blockchain network [35].

- Miners: miners are some network nodes that allocate resources to verifying transactions and
ensuring the blockchain’s security. They are compensated through block rewards. A block
reward is given to a single miner or a small group of miners for each new block [36].

- Mining: Mining is the method through which transactions are validated and added to the
public ledger by miners [31].

- Wallet: this component is used to securely and privately store user credentials. It can store
private keys, public keys, and associated addresses [2].

- Membership: It is used to provide an identity for a user to execute a transaction on a
blockchain network [2].

- Events: It is used to generate notifications about transactions performed on the blockchain
[35].

- System management: it used to create, monitor, or update the blockchain components [35].

- System integration: It is used to link the blockchain with the external systems [35].
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2.3.5 Architecture

Blockchain technology can be divided into five layers: hardware and infrastructure layer,
consensus layer, data layer, network layer, and application layer. The following figure illus-
trates the layered architecture of blockchain [37].

Smart Contract   Chaincode    DApps     User Interface

Application and Presentation 
Layer

PoW           PoS       DPoS           PoET           PBFT

Consensus Layer

Peer-to-Peer (P2P) 

Network Layer

Data Structure
Digital Signature    Hash    Markel Tree     Transaction

Data Layer

Virtual Machine      Containers       Services     Messaging

Hardware / Infrastructure Layer

Figure 2.2: Layered blockchain Architecture..

1. Application layer: The application layer is composed of smart contracts, chaincode,
and applications. It contains the applications that end-users utilize to engage with the
blockchain network.

2. Hardware and infrastructure layer: Blockchain data is securely stored on the data
server. When you browse the Internet or use a blockchain application, the machine
requests access to this data from the server. The framework that facilitates this data
exchange is called the Client Server model. Blockchain is a peer-to-peer (P2P) network
that allows clients to interact with "peer-to-peer" connections.

3. Data layer: The blockchain data structure can be represented as a linked list of blocks
in which transactions are ordered. The blockchain data structure contains two main
components: pointers and linked lists. A pointer is a variable that points to the location
of another variable, a linked list is a list of linked blocks, and each block contains data
and a pointer to the previous block.

4. Network layer: The network layer, also known as the P2P layer, is responsible for com-
munication between nodes. Handles discovery, transactions, and block propagation.
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This layer is sometimes called the diffusion layer. This P2P layer allows nodes to dis-
cover and communicate with each other, propagate and synchronize to maintain a valid
current state of the blockchain network.

5. Consensus layer: The consensus layer is the most important layer for the blockchain
(Ethereum, Hyperledger, or any other). The consensus is responsible for verifying the
blocks, ordering the blocks, and ensuring that everyone agrees.

2.3.6 Operating mode

The blockchain works decentrally without central control. Figure 2.3 describes a use case
example to show the mechanism by which transactions work in a blockchain network. The
details of this use-case are detailed in the following steps [2]:

A user requests for 
a transaction

A block representing 
the transaction is 

created

The block is 
broadcasted to all 
network's nodes

All the nodes validate 
the block and the 

transaction

The block is added 
to the chain

The transaction gets 
verified and executed

Figure 2.3: An illustrative scenario of how the Blockchain works [2].

1. A user A wants to make a transaction with B.

2. The transaction is added to a block. Thus, it can only be executed if all other network
nodes verify it as a valid transaction.

3. The transaction is broadcast on the Blockchain network.

4. All the nodes validate the transaction.

5. The block is added to the existing blockchain, and the update is distributed across the
network.
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6. Finally, the transaction is confirmed and B receives the transaction that is sent from A.

2.3.7 Types

There are four types of blockchain, which are as follows [31] :

2.3.7.1 Public blockchain (permissionless blockchain)

Everyone in these blockchain systems can contribute to the network’s consensus mecha-
nism. In addition, anybody with an internet connection anywhere in the world may transact
and examine the whole transaction history.

− Advantages

− Public blockchains are largely secure as long as the security rules are respected.

− Network members do not need to trust each other for transactions to be executed and
secured.

− Disadvantages

− Processing is rather slow.

− A block’s transactions take a long time and require a lot of energy.

− Exemples

− Bitcoin, Litecoin, Ethereum, etc.

2.3.7.2 Private blockchain (permissioned blockchain)

These blockchain systems limit the ability to transact and read the transaction log to just
the system’s participating nodes, and the architect or owner of the blockchain system has con-
trol over who may engage in the blockchain system and which nodes can participate in the
consensus process.

− Advantages

− It quickly processes a large number of transactions for each block.

− Permission levels, security, authorizations, and accessibility are determined by the gov-
erning organization.

− Disadvantages

− The limited number of nodes may also indicate a lack of security.
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− On a private blockchain, there is no anonymity.

− Exemples

− Rubix, Hyperledger, Passcare, etc.

2.3.7.3 Consortium blockchain

Consortium blockchain or federated blockchain works in the same way as a private blockchain,
with access restricted to a particular group. In this type of blockchain, a validator node can
initiate, receive, and validate transactions. However, the transactions can be received and
launched only by member nodes.

− Advantages

− It Access control ;

− Scalability and security.

− Disadvantages

− Consortium blockchain is less transparent than public blockchain.

− Exemples

− Ripple, R3.

2.3.7.4 Hybrid blockchain

Hybrid blockchains are characterized by the creation of a private system combined with
a public system. This gives you control over who has access to certain data stored on the
blockchain and what data is exposed to all network participants.

− Advantages

− Access control.

− Performance and scalability.

− Disadvantages

− Isn’t completely transparent;

− Upgrading.

− Exemples

− XinFin, etc.
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2.3.8 Consensus models

The blockchain is a peer-to-peer network and there is no central node that guarantees that
the ledgers of the distributed nodes are all the same. To ensure that all nodes agree on the
transaction and the order listed in the validated block, the blockchain uses a consensus pro-
tocol that employs a variety of methods. There are several consensus protocols. The most
well-known ones are listed below [36].

2.3.8.1 PoW (Proof of Work)

Proof of work is a consensus mechanism used to confirm transactions and generate new
blocks in the Bitcoin network, as well as many other cryptocurrency networks. It is the most
often used Blockchain consensus protocol.

In the proof-of-work model, miners in the network compete with each other to solve com-
plex computational puzzles. These puzzles require a high level of computational power and
are difficult to solve, but it is easy to verify the correctness of the solution. When a miner finds
a solution to the puzzle, it can broadcast the block to the network, and all other miners can
verify the correctness of the solution. As a reward for verifying these transactions, miners are
paid cryptocurrency from the network.

PoW effectively secures the network, making hacking attempts very difficult, but the disad-
vantage is that it necessitates the use of powerful computation resources that consumes a lot
of power.

2.3.8.2 PoS (Proof of Stake)

Proof of stake is a similar method to proof of work, but the process is different. Rather than
proof of work, in which the algorithm rewards miners who solve a mathematical problem that
results in the creation of a new block, the creator of the new block is selected from a pool of
users who staked a particular amount of cryptocurrency.

This indicates that there is no puzzle to solve in the proof of stack system, so there is no
reward for doing instead of the minner taking a feat from every transaction; this also means
that because nobody is competing to solve there’s no massive energy requirement.

Because the system’s security is weak, the system’s simplicity may result in an attack of the
type "Nothing at stake," which may be defined as "Nothing to lose."
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2.3.8.3 DPoS (Delegated Proof of Stake)

DPoS is a consensus mechanism where delegates are voted in by coin holders responsible
for maintaining the ledger, adding blocks, and generating new coins.

To begin, holders perform a unique transaction that provides influence to a delegate, which
is sometimes referred to as a computer or server engaging in consensus. The amount of power
they have is based on the number of coins they own. The coin holders do not fund delegates;
instead, they distribute power. This is known as voting, and the network then adds up all of
the delegates’ influence to determine which delegates are allowed to participate in consensus.
Authorized delegates fill the top positions for a set length of time. And at last, authorized
delegates convene to validate transactions, add new blocks to the chain, and generate new
currencies.

DPoS has the advantage of reducing interactions between nodes and allowing for a bigger
number of transactions and fastest validations. The primary drawback is increased centraliza-
tion, which increases the danger of vulnerability, censorship, and cartelization .

2.3.9 Challenges

The challenges of blockchain technology include the following [36], [38]:

- Security: Like any other technology, the blockchain comes with some security issues. Trans-
action address anonymization still cannot guarantee user anonymity, and some deliberate
attacks have been shown to still pose a threat. Related transactions between different ad-
dresses can expose personal information, which is fatal for commercial use. Moreover, with
the development of quantum computing, encryption itself is also under threat. Therefore,
technology needs to be constantly updated to ensure the security of the blockchain.

- Latency: The blockchain takes more time to complete a transaction. Therefore, it slows
down the process and requires more computing power.

- Storage issues: In the blockchain, all transactions are recorded in blocks, and by protecting
different nodes in a distributed system, you can effectively prevent the ledger from being
tampered with. However, with the accumulation of transactions as the data grows, the re-
maining space in each block gets smaller and smaller.

- Cost issues: Blockchain relies on encryption to provide security and establish consensus on
distributed networks. This means that writing to the chain requires a complex algorithm
aimed at empowering the user. It is cheaper to run this type of complex algorithm because
it requires more power.
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2.3.10 BC-based trust management

Typically, a trust management system is required to respond based on real-time evaluations
of entities’ conduct during established connections, as well as comments and recommenda-
tions gathered from other entities. However, at a time when there is a crisis of faith and trust
in traditional third parties, Blockchain technology, which offers transparency, both seduces
and fascinates.

As result, BC-based trust management system that enables transparent, traceable, and au-
tonomous data, software, and infrastructure management and transactions between trusted
entities and partners. Several ways have been given in recent years, but this is the most recent
trend in generating decentralized and distributed trust. This paves the way for the success-
ful deployment and operation of intelligent applications with complete trust along the whole
edge-to-Cloud continuity. BC-based trust management systems have been applied in a range
of scenarios, including IoT, cloud computing, E-Commerce, automotive networks, etc.

Liao et al. in [39] created a safe and intelligent task offloading system to handle the dif-
ficulties of minimizing task offloading time, queuing delay, and handover cost with partial
information while maintaining privacy, fairness, and security. They use blockchain and smart
contracts to provide equitable job offloading and to reduce different security threats. Nguyenet
al. in [40], addressed the security and compute offloading issues in a mobile edge-cloud com-
putation offloading (MECCO) system with blockchain at the same time. To begin, in order
to improve offloading security, they propose a trustworthy access control system based on
blockchain that can secure cloud resources from illicit offloading behavior. Zhu et al. in [41],
enhanced Proof-of-Trust (PoT) consensus is presented with blockchain as the underlying tech-
nology, which is appropriate for crowdsourced service applications. This PoT consensus uses
a subjective logic reputation process to identify nodes with high trust. Lahbib et al. in [23],
proposed a safe trust management system based on blockchain technology to benefit from the
secure sharing and storage of trust information.

In table 2.1 , we provide a taxonomic classification and recapitulation of the previous cited
works on BC-based trust management. These citations are classified based on five key charac-
teristics.
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Works Cloud/ Fog /Edge Blockchain Trust management Security Incentive

Liao et al.
(2021) [39]

Fog ✓ ✓ ✓ ×

Nguyen et al.
(2021) [40]

Cloud ✓ × ✓ ×

Zhu et al.
(2020) [41]

- ✓ ✓ × ✓

Lahbib et al.
(2019) [23]

Cloud ✓ ✓ × ×

Our scheme all ✓ ✓ ✓ ✓

Table 2.1: Taxonomic recapitulating summary of existing related works.

Discussion : As seen the blockchain technology has been used for several purposes and
within various fields and application domains. However just a few studies [23], [40] have fo-
cused on integrating the blockchain technology within trust and reputation systems. existing
works on BC-based trust management consider only reputation-based trust in one direction
of the interaction between trustee and trustor. However, trust must be established in the two
directions of an interaction. Also almost all existing works investigate the indirect trust and
therefore make the trust decision based on the history using reputation score. Nevertheless,
direct trust is very important. We can’t trust an entity based only on the fact that it has a good
past, but we have to also consider the present and evaluate the current interaction to make any
decision.

2.4 Conclusion

In this chapter, we introduced trust management, an essential technology for performing
transactions between two entities. We also present the Blockchain technology, a new revolu-
tionary technology that allows users to perform transactions that are guaranteed and auditable
by everyone without the need for a trusted third party. To conclude, we discussed blockchain-
based trust management.

BC-based trust management system enables transparent, traceable, and autonomous data,
software, and infrastructure management as well as transactions between trusted entities and
partners. This sets the way for the effective deployment and operation of intelligent applica-
tions with total confidence along with the whole edge-to-cloud continuity.

Motivated by the previous discussion on the BC-based trust management systems, we present
in the next chapter a Blockchain-based trust management system to secure task offloading in
mobile edge computing.
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CHAPTER 3
BLOCKCHAIN-BASED TRUST
MANAGEMENT SYSTEM FOR TASK
OFFLOADING IN MEC

3.1 Introduction

As the Internet of Things advances, mobile devices are becoming increasingly prevalent.
Mobile devices, on the other hand, lack the power and resources to execute applications, using
huge amounts of energy, and require significant processing capacity as well as stringent time
constraints.

Offloading computations from mobile devices to distant servers has recently been proposed
as a way to improve mobile device application performance while using less energy. One
of these servers is MEC, a new paradigm in which devices may communicate quickly with
the nearest edge node, significantly reducing data latency. Unfortunately, because the two
entities (MEC and mobile devices) do not know each other, several security trust concerns
have arisen. With the emergence of the Blockchain, which is gaining popularity because of its
autonomy, privacy, and immutability, as well as the spread of recorded data The Blockchain
enables offloading to be secure, safe, dependable, transparent, and tamper-proof.

In this chapter, we propose a new blockchain-based trust management system to secure
task offloading in mobile edge computing. In section 3.2, we formulate our main problem and
describe the network model before moving to the system model. In section 3.3, we propose a
secure trust management protocol for task computation. After that, in section 3.4, we describe
the BC-based incentive mechanism for block verification. Following that, in section 3.5, we’ll
look at how to model this motivational strategy using a Stackelberg game and the best system
parameters for this approach in section 3.6. Finally, in section 3.7, we conclude this chapter.
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3.2 Problem formulation

Due to the limited computing capacity of the mobile devices, denoted mi , where mi ∈
(m1,m2, . . . ,mn), they to offload their computation-intensive tasks to the MEC server, denoted
si , where Si ∈ (s1, s2, . . . ,Sn) . MEC servers have more powerful computing and storage to ac-
complish more efficiently intensive tasks, denoted ti , where ti ∈ (t1, t2, . . . , tn).

The absence of confidence between mobile terminals and MEC servers presents a massive
security and privacy problem to the implementation of the computation/data offloading tech-
nique. Indeed, before engaging in any interaction, each party in the system must check and
assure the other party’s trustworthiness and security. An architecture with a third party that
assures trust [42] is one of the options presented to eliminate the trust problem, although this
would centralize the system and not totally tackle the trust issues.

Motivated by the above discussion , we propose to use blockchain (BC) technology to secure
trust management of computation offloading in MEC. Each system user will have a copy of the
blockchain, and interactions will take place directly and anonymously without the need for a
third party to ensure trust. Each block will contain information such as the hash of the block
as well as the reputation score of the system entity, and based on the stored reputation the
trust will be calculated.

3.2.1 Network Model

As shown in figure 3.1, we consider an integrated edge-cloud architecture for IoT networks
that consists of three fundamental layers: mobile devices, edge computing, and cloud comput-
ing. The key components of each layer are detailed below [40].
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Figure 3.1: The network architecture of the BC-based computation offloading trust
management system.

1) IoT devices layer: This layer contains up the IoT mobile devices responsible for the col-
lection and the analysis of data. Sensors, drones, and smartphones are examples of these
devices. To make better use of the system, these devices are classified based on their geo-
graphic location. [40].

2) Edge computing layer: This layer is composed of wireless access points or base stations
that provide wireless communication to nearby devices and edge nodes. This layer, in par-
ticular, provides calculation, verification, and analysis of reliability-related data, allowing
IoT devices to offload their computation-intensive tasks [40].

3) Cloud computing layer: This layer consists of a cloud server that is considered as a Trusted
Authority (TA). This layer is in charge of providing security settings to IoT devices such as
keys.

The wired technology of optical fiber and wireless of 5G are used to connect the different lay-
ers. Indeed, optical fiber technology is utilized to connect the components of the edge comput-
ing layer to those of the cloud computing layer. This is because it is the best telecommunication
technology capable of delivering thousands of billions of bits per second across large distances
while still offering large capacity. Also, 5G is the latest evolution of cellular networks that has
100 times faster connectivity rates, ultra-low latency, and higher capacity than prior gener-
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ations. Both 5G and edge computing have the potential to significantly increase application
performance and enable the real-time processing of massive volumes of data.

3.2.2 System model

We consider a blockchain-based trust management system for task offloading in MEC. The
main purpose of this work is to provide a secure and reliable interaction between MEC and IoT
devices that do not know or trust each other. Blockchain technology underpins this system.
Our system is composed of six main entities which are: trust authority, computation task
requester, task computing agent, verifiers, auditors, and the blockchain, see figure 3.2 Their
roles are described below :

(a) Trust Authority (TA): a trustworthy entity that may be a cloud provider (e.g.,
Amazon AWS, Microsoft Azure, Google GCP, etc.). It is responsible for system
initialization, public parameter generation, user registration, and the generation
of secret and public keys for each user.

(b) Computation task requester (CTR): they are vehicles, smartphones, drones,
and other IoT devices with limited resources. These mobile devices frequently
execute computationally complex AI-based applications such as augmented vir-
tual reality, image processing, object identification, etc. Due to their limited
computational and energy resources, they are often forced to offload and re-
quest the computation of their tasks remotely on edge/cloud servers under an
access control mechanism for security assurance.

(c) Task computing agent (TCA): it represents the edge servers that receive the
computation offloading requests from the computation task requester. They may
collaborate to compute the offloaded tasks.

(d) Verifiers: they can be edge servers, mobile IoT devices, or any entity in the
system that has a good reputation and a copy of the blockchain. In exchange for
a set of tokens as an incentive, these verifiers participate in the block verification
and therefore in the consensus process.

(e) Auditors or validators: They are edge servers or mobile IoT devices that exist in
the system. Verifiers encourage auditors to validate their verification by signing
a smart contract in exchange for a number of tokens. The more auditors who
sign the contract, the more reliable the verification will be.

(f) Blockchain: Since blockchain-based networks are open and transparent and
show promise for the collection of credit data with good attributes of tamper
resistance and decentralization, we have integrated blockchain into our system
in order to guarantee trust between the different components of the system.
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Figure 3.2: The architecture of the proposed BC-based trust management system.

3.3 A secure trust management protocol for task offloading in MEC

In this section, we present our proposed BC-based trust management protocol to secure
task computation in MEC. We start by describing the operating mode of the protocol. After,
we detailed its operational phases.

Before detailing the phases of our BC-based trust system, we start by describing the differ-
ent packets used to manage the blockchain.

3.3.0.1 Type of packets

The main type of packets used by the BC-based trust management system for task offload-
ing are detailed as follow:

- Request offloading packet (ROP): ROP refers to a type of request packet generated by a
computation task requester and sent to the TCA. The packet provides information on the
offload request, such as its masked ID, task complexity in terms of CPU cycles, size of task
data, and a threshold that represents the task’s computation deadline to receive results.

- Request verification packet (RVP): the TCA generates the RVP and sends it to the most
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efficient (the nearness and/ or the most trustworthy for example) verifiers to verify the com-
putation task requester’s candidate block.

- Request verification response packets (RVRP): They are created by the verifiers and broad-
cast to the auditors or validators for the validation of their block verification.

- Reply audit packets (RAP): They are created by auditors in order to respond to verifiers.
If a trustworthy auditor decides to favorably react to the RVRP packet, it adds his digital
signature and sends it back to the verifier.

- Announcements-aggregated packets (AGP): AGP refers to the type of aggregate packet
generated by the verifiers and sent to TCA, including the request and signature information
for all participating auditors.

3.3.0.2 Operating Phases

The operating mode of our proposed BC-based trust management for task offloading system
can be organized into eight major phases as illustrated in 3.2. These steps are slightly inspired
by similar works in [43], [44] and are briefly detailed below:

The initialization phase consists, we have two phases as explained below.

1) Initialization: The trust authority uses the elliptic curve to register, generate, and assign
a pair of keys (private and public) to each new system user. These keys will be used to
encrypt messages in the future. A new user could not be legitimate until after receiving its
pair of keys and being approved by the TA.

(a) Setup phase: at the start of the system, the trust authority defined a set of data points
G on an elliptic curve. G’s generating function is represented by P. H is also defined as
a hash function. Assuming there are n mobile terminal users, it will do the following
actions [45]:

i. For the n mobile users, it generates n256 random bytes strings (k1, k2, . . . , kn) and
based on computes ki , where k1 (k1, k2, . . . , kn).

ii. SHA-3 is utilized as the hash function H.

iii. The master private-key vector is defined as a collection of private keys X = (k1, k2, . . . , kn).

iv. The master public-key vector is defined as a collection of public keys Y = (K1,K2, . . . ,Kn).

v. Finally, the trust authority publishes and broadcasts (G, Y, H) as system public
parameters.

(b) Registration: After obtaining its public key, the mobile device will perform the fol-
lowing actions :

i. To create his identifiant IDi , the device first generates a random number of 20
octets which is then appended to his IPv6 address.

ii. It will then compute and save its masked identity.
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2) Offloading request formulation: Because of resource constraints of IoT mobile devices,
the computation task requester (mobile device i(i ∈ M) ) sends a computation offload re-
quest to the nearest TCA j(j ∈ S), this task is indicated as ROP . The offloading request
includes task information such as task data size, maximum task delay tolerance for com-
pletion, task complexity in terms of CPU cycles, disguised identity, and public key. To
generate ROP , the mobile device must follow the next steps:

(a) Generates a random one-time private key P kqi and uses it to compute the associated
public P kpi = P kqi ×G. Moreover, it adds its MIDi .

(b) Di (in bits) specifies the data size of the computation task of device i [40].

(c) The total number of CPU cycles necessary to complete the computation of task i is
defined as λi (in CPU cycles/bit). Furthermore, τi (in seconds) denotes the maximum
tolerated computation completion delay (response time) of the task [40].

ROP = {Di ,λi , τi ,MIDi , P kp} . (1)

3) Direct trust score computation: When the TCA receives an offload request, it computes
the direct trust score (DT) between itself and the computation task requester and decides
the trust level based on the users’ opinions. The TCA i uses subjective logic to define its
opinion on the computation task requester j which is called local opinion. We use b for
belief, d for distrust, and u for uncertainty [46], where :

bi→j + di→j +ui→j = 1 and bi→j ,di→j ,ui→j ∈ [0,1] (2)

where ai→j is a base rate ∈ [0,1]. According to the subjective logic model [47] :

bi→j =
(
1−ui→j

) ri
ri + si

di→j =
(
1−ui→j

) si
ri + si

ui→j = 1− qi→j

(3)

where ri is the number of correct transactions, si is the number of incorrect transactions,
and qi is the quality of the connection between the computation task requester and the task
computing agent, which is linked to the packet’s successful transfer rate. Then the direct
trust score is calculated as follows [46], [48]:

DTij(t) = bi→j + ai→j∗ui→j− (4)

4) Reputation-based indirect trust score: Once the direct trust has been determined, the
indirect trust value is obtained from the blockchain. This value is based on a reputation
score (RS) detained by each user and stored on the blockchain. This score is continuously
updated after each interaction of a user. At this stage, the TCA builds an initial block
and sends a reputation score verification request to the verifiers. The reputation score is
represented by a group of tokens or virtual coins.

When the TCA obtains from the blockchain the reputation score RS of the computation
task requester, the computation task agent prepares its RV P .
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(a) TCA selects
(
MIDv1

,MIDv2
, . . . , MID vL

)
from the nearest verifiers with high reputa-

tion scores.

(b) Creates a random one-time private key P rTCA, calculates the matching public key
P kTCA = P rTCA ×G,

(c) Generate the signature of the task computation agent.

SigTCA = H (MIDTCA + P KTCA) (5)

(d) Creates an anonymous message (msg) that contains the RS and MIDi ,

(e) Choose the value of the threshold t and define RV P as follow:

RV P =
{
(MIDv1,MIDv2, . . . ,MIDvL) , t,msg,SigTCA

}
(6)

(f) The TCA creates an initial candidate block that contains the trust value which is cal-
culated based on a combination of direct trust score and indirect trust score.

5) RS verification: The verifiers will check the value of the reputation score supplied by the
task computing agent. After checking RS in its own blockchain, each verifier will broadcast
a message to a set of auditors to validate this RS and by signing a smart contract using
its private key to validate its verification. As many of the signed contracts by auditors
(validators) as higher will be the verification response of the verifier. Task computing agent
sends RV P to the verifiers to check the validity of the obtained reputation score.

(a) The verifier extracts from RVP the P KTCA of TCA.

(b) For the MIDTCA, the verifier vi verify the following equation :

Sigv = H (MIDv + P Kv) (7)

If the sigTCA signature does not satisfy the relation 7, vi will not accept the verification
of the RVP of TCA. If it verifies condition 7, vi considers the RVP since the message’s
signature has been validated as legitimate.

(c) vi will retrieve the MIDi and reputation score from the msg and then verify the RS of
the MIDi from the copy of the blockchain that it holds; if the RS determined by the
task computation agent is correct, vi will broadcast RV P s to the audits.

RV P r =
{
(MIDaudit 1′MIDaud it 2, . . . ,MIDaudit n) ,msg,Sigv′

}
. (8)

6) RS audit or validation: When auditors receive a request for auditing or validation from a
verifier, they check the signatures and reputation score found in the request, compare their
RS with that in the audit request, and then append their signature to the verifier’s message
and send it back to the verifier. After receiving RVPs, auditors will extracts from RVPr the
P kv of the verifier,

Sigv = H (MIDv + P Kv) (9)

When the signature satisfies the relation (9), the auditor validates the RS verified by the
verifiers. Once RS is correct the auditor generates a message msg

′
as rQTR to the verifier

Such as : msg
′
= msg + Sigaudit
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7) Verification response: TCA receives the verification answer from the verifiers. The veri-
fier submits his response after receiving all of the auditors’ responses. It gathers all the
responses and signatures of the auditors in an aggregate packet and sends it back to TCA.
The verifier combines the rQTRs to generate an aggregate message (AGP) and send it back
to the TCA such as:

AGP =
{
<MIDaudit 1,msg ′1 >, . . . ,< Maudit ′ ,m1g

′
n >

}
(10)

8) Add block: When the number of successful verifications reaches the threshold ( of ver-
ifiers), the reputation score is considered valid and the total trust score will be derived
by combining direct and indirect trust scores. Therefore the candidate block will be vali-
dated and added to the blockchain and the TCA can start the task computation. Otherwise,
the offloading request will be considered malicious and it will be immediately dropped.
When the task computing agent receives the threshold of rQTR, it performs the following
steps [45]:

(a) for each MIDauditi ∈ (MIDaudit1,MIDaudit2, . . . ,MIDauditn)

V = H (Maudit i + P Kaudit i) (11)

Where V is the signature that is used for non-repudiation of information and can
prevent message falsification.

(b) for each MIDauditi ∈ (MIDaudit1,MIDaudit2, . . . ,MIDauditn), the TCA compares the sig-
nature of each audit (Sigauditi) to the signature calculated:

Sigi = H (MIDi + P Ki) (12)

if the couple <MIDaudit i, msg’i> satisfy the relation 12, the TCA considers the mes-
sage; otherwise, the message is immediately dropped . The TCA proceeds to the next
step. The TCA calculates total trust to get the overall final trust level [48].

T total
ij (t) = ω ·DTij(t) + (1−ω) · ITij(t). (13)

ω is the parameter that describes the contribution of direct and indirect trusts to total
trust value.

3.3.1 Construction of blockchain

Our system uses Blockchain to store users’ identities and reputation scores in a transparent
and anonymous way. The blockchain is also used in the incentive mechanism to encourage
users to participate more actively in the system.

As illustrated in figure 3.3. The structure of the block is as follows [45].
B ≡ (Bh,Bt ,Bu) , where :
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- Bh, is the block header information.

- Bt, is the transaction within the block.

- Bu , is the block header list of the uncle node.

- Bh, is composed of : the block number (index of block), the time stamp, data, the previous
block hash, and the block hash.

Figure 3.3: The generic blockchain.

The blockchain consists of a series of blocks, as illustrated in figure 3.3. In other words, the
number of blocks on the master chain determines the depth of the blockchain and is denoted
as follows [45]:

Blockchain := Block1||Block2||...||Blockk

Upon reaching consensus, the block manager extracts the new block, records the transac-
tion in the current block, and then adds the new block to the blockchain until another confir-
mation is made.

Blockchain := Block1||Block2||...||Blockk ||Blocknew

We describe the consensus scheme that we adopt for the block, generation, verification, and
validation.

3.3.2 DPoS-based Consensus scheme

PoS is presented as an improvement over PoW because it requires no hardware or energy
consumption [49], and it’s recently adopted by Ethereum [50].
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In our system of trust management, we adopt DPoS as the consensus mechanism, which is
an update of PoS. DPoS is faster than PoS, more decentralized, and consumes less power than
PoS [51].

DPoS is suitable for secure data exchange between peers. To that end, the DPoS steps that
apply to the incentive mechanism are detailed below [43]:

- Step 1 -System initialization: Any entity wishing to join or participate in the system must
be certified by the trusted authority (TA) to become a legitimate legal entity. Each entity
that participates in the system is given its own public key, and private key [45] following the
steps detailed previously in the subsection (6). A system entity (e.g., edge server or device)
that wants to be a candidate for a position as a miner first submits its identity information to
the TA. The TA accepts only an entity as a miner candidate if the average reputation is above
a confidence threshold [43].

- Step 2 -Joining miner candidates: Each miner candidate makes a deposit of stakes (tokens
or virtual coins) in the account. If the candidate miner behaves maliciously and causes harm
during the consensus process (e.g., the miner failed to create a block in its time slot) the
blockchain system will confiscate this deposit and will be removed from the account [52],
[43].

- Step 3 -Reputation calculation: Stakeholders can calculate the reputation of all miner’s can-
didates. The reputation of each miner candidate is initially calculated based on the direct
trust using subjective logic and the indirect trust using the consensus algorithm. This rep-
utation is represented by the number of tokens that each mobile device has in its account
(virtual wallet). These tokens increase and decrease after each participation in the trust
management process and block verification. The mobile device receives tokens at the end of
the consensus for each honest and non-falsified participation. However, for each fraudulent
or malicious participation, it loses a portion of these tokens [43].

- Step 4 -Miners selection: After calculating the reputation, we choose as miners all the sys-
tem entities that have a reputation score greater than or equal to that of a computation task
requester. This means that edge devices with a number of tokens greater than or equal to
the number of tokens of the computation task requester will be chosen as the set of active
miners, and other edge devices will be considered standby miners.

- Step 5 -Block generation by block manager: The active miners will take turns acting as
block managers during the N time slots of the consensus process. As in traditional DPoS
consensus schemes, each active miner takes on the role of a block manager that creates,
propagates, validates, and manages blocks in the time slot [43]. First, the computation task
requester sends an offload request to the TCA. TCA will be the first block manager with a
time slot equal to the minimum request reception time (predefined time period). The TCA
transmits the block to the verifier, who becomes the new block manager with a time slot
equal to the minimum time required to verify the block. The TCA will add the block to the
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blockchain at the end of the verification period if the event appears to be credible, and the
information will be broadcast to all system entities to update their copy of the blockchain.

- Step 6 -Consensus process: First, an unverified block will be generated by the TCA; after
that, it will be distributed to other active miners for verification. Therefore, the number of
active miners is limited, malicious active miners can launch block validation collision attacks
and produce incorrect block verification results. In the phase of block verification, more
verifiers and auditors lead to a more secure blockchain network [44]. Thus, the proposed
DPoS consensus scheme is more secure when more verifiers participate in block verification,
rather than just the active miners. This is because verifiers are incentivized to do so through
rewards, which improves the security of the network. That is to say, Miners, both active
and on standby, can function as verifiers and take part in the block validation process. In
particular, miners with high reputation can prevent active miners from collusion in block
verification [43].

- Step 7 -Reputation update Following the consensus process, if the block is validated by
the verifiers, it will be added to the blockchain and the TCA wins the reward. Afterward,
it will distribute this reward to all participants in the verification process. On the other
hand, if the block is not validated, the participants (TCA, auditors and verifiers) lose their
reputations that have already been submitted for the right to participate in the process.
Moreover, because each verifier has a group of auditors that they assisted in verifying, the
verifier must share a part of their profit with them. To encourage verifiers to verify and
successfully engage in our BC-based trust management system, we propose a blockchain-
based incentive mechanism. The following sections go through the main aspects of this
incentive scheme.

3.4 BC-based incentive mechanism for block verification

To motivate the mobile devices and/or edge servers to participate efficiently in the block
verification step of the blockchain consensus protocol, we propose a BC-based incentive mech-
anism. In this incentive mechanism, the TCA encourages the blockchain verifiers to participate
in the verification/validation process of the block and therefore the calculation of the indirect
trust score. TCA uses a part of its profit earned from the task computation as an incentive to
encourage verifiers. A verifier can be any component of the blockchain system with a mini-
mum of tokens, i.e., reputation.

In our incentive mechanism, short is the verification time, higher will be the earned in-
centive. Also, verifiers with high reputation scores will get larger rewards as an incentive.
Furthermore, a verifier needs to validate (sign the smart contract) its response by a set of val-
idators/auditors. Hence, the higher the number of validators, the greater will be the reward.

We propose a formal incentive model that uses the Stackelberg game as a modeling tool
to encourage verifiers and auditors with a high reputation to participate in block validation
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operations. Models based on the Stackelberg game are also used to share profits among veri-
fiers and auditors. Our system employs a model based on the Stackelberg game to distribute
profits among the verifiers based on their participation (the one who responds the fastest and
with a good reputation receives higher profit). The game-theoretic-based incentive model is
described in detail in the next section.

3.5 Stackelberg game-based incentive mechanism for block verifi-
cation

We model our proposed BC-based incentive mechanism for trust management in MEC us-
ing a Stackelberg game (SG). Stackelberg game is a sequential game that is usually used to
model and investigate incentive mechanisms between two types of competitive and rational
players known as leaders and followers [53]. The leader starts first by announcing its strat-
egy and then the followers compete with each other and reply with their best strategy that
optimizes the leader’s strategy. After receiving all the responses of the followers, the leader
optimizes its final strategy. For more details on game theory and the Stackelberg game, refer
to Annex A.

As illustrated in figure 3.4, our Stackelberg game is a two-stage game model played between
two entities of the BC-based trust management system, which are:

- Leader: The leader is the task computing agent that initializes the game by announcing its
initial strategy in the first stage. The leader strategy consists of the verification response
deadline, denoted τj , and the total amount of the incentive donated R . The leader aims to
minimize its utility, which is represented by its level of satisfaction regarding the follower’s
responses in terms of verification delay and verification cost.

- Followers: The followers in our SG are the block verifiers that represent the mobile devices
or edge servers with a reputation score at least equal to the minimum tokens required for
block verification. Indeed, after receiving the initial announcement of the leader, the block
verifiers compete in the second stage with each other to satisfy the strategy of the leader.
This competitive interaction between followers is represented using a non-cooperative sub-
game. After the followers respond to the leader, each by its best strategy that is represented
by the pair of verification price, denotes πj , and verification delay, denoted Lj . Each verifier
is considered rational and aims to optimize its own utility by maximizing the amount of
incentive that it can earn in return for the block verification.
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........................

Stage one

Stage two

Task computing agent 
(TCA)

Verifier 1 Verifier 2 Verifier N

Figure 3.4: Two stages Stackelberg game for BC-based incentive caching .

The utility functions of the leader and followers are provided in the following two subsections.
Utility is defined as a general function, such as [53]:

Utility = Reward −Cost. (14)

3.5.1 TCA’s utility model

In this part, we define the factors that might influence leader reward, cost, and the leader
utility while following the previously described strategies. The utility function of the TCA
may be described as the reward, denotes RTCA, obtained at the ending of the block verification
minus the cost, denoted CTCA, that will be distributed to the followers.

3.5.1.1 Reward

The leader reward (TCA) is primarily determined in function of its level of satisfaction
when receiving the verifiers’ responses. The TCA reward is defined as a monotonically in-
creasing function of the number of verifiers and their reputation, plus the verification time or
latency. RTCA is given by:

RTCA = σ ×n×
n∑

j=1

(
τj −Lj

)
(15)

Where :
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- n is the number of the followers,

- Lj is the verification response delay (verification latency) time,

- τj is the verification threshold, i.e., the maximum tolerated delay for block verification (i.e.,
the verification deadline),

- σ is the standard deviation of the followers’ reputation score and is calculated as follows:

σ =

√√√
1
n

n∑
j=1

(
ρj − ρ̄

)2
. (16)

- where ρj is the reputation score of verifier j.

Initially, TCA sorts verifiers according to their reputation score using ZipF law and defines for
each verifier j the value of τj based on its reputation score and distance.

3.5.1.2 Cost

The cost of the TCA is expressed as a monotonic increasing function of the sum of incentive
rewards paid to followers as an incentive to encourage them to participate more efficiently in
the block verification. The cost of the TCA (CTCA) is given :

CTCA = log

 n∑
j=1

log
(
1 +πj

(
τj −Lj

))
× σ

 (17)

πj : is the gain of the follower j.

The utility function of the TCA (the leader), denoted UTCA, may be described as an in-
creasing function in terms of TCA gain and a decreasing function of TCA cost. UTCA is given
by:

UTCA = RTCA −CTCA (18)

Where RTCAand CTCA are described in 15 and 17, respectively.

3.5.2 Verifiers’ utility model

The utility of verifiers vjcan be expressed as a general function in terms of the received
reward, denoted Rvj , and the resource cost spent verifying the block, denoted Cvj .
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3.5.2.1 Reward

Each verifier seeks to maximize its reward by maximizing the earned incentive. The gain of
the verifier reward, is stated as a monotonic increasing function in terms of earned incentive,
verification time and the reputation score. The verifier’s reward is designed to increase rapidly
for low verification delay and high earned incentive, and increase slowly when delay is smaller
than the block transmission time. Rvj given by:

Rvj = log
(
1 +πj

(
τj −Lj

))
× σ. (19)

Where Lj is calculated as follow :

Lj = Ti +
T aski
λi

+ lauditors (20)

- Ti : time of receiving the T aski .

- T aski
λi

: The local verification time of this block is where i is the total number of CPU cycles
necessary to complete the computation of a task.

- laudit: time to receive all auditors ’ responses.

3.5.2.2 Cost

The main cost of the follower j, is equal to a part of earned incentives that share with
validators in return for the block validation, plus the cost it paid to participate in the block
verification, denote Cvj , (we design the verification paid, to discourage malicious verifiers to
continuously playing the role of verifier), plus an energy parameter (γ). γ represents the unity
of energy consumed in a time slot to verify one unit of the block. Cvj is given by:

Cvj = log

1 +
γ(

τj −Lj
) +CIj

+
m∑
l=1

CAl (21)

CAl the amount that the verifier j must pay to the auditors in return of helping it in the block
verification. Each verifier will reserve a percentage (equal to 1/3 of its reward) of its earning
profits to motivate validators to validate the lock and sign with it the smart contract. CAl

given by :

CAl =
πj

3×m
. (22)

The utility function of the verifier vj , denoted Uvj ,is expressed as an increasing function in
terms of gain (reward) and a decreasing function in terms of the cost. Uvj is given by:

Uvj = Rvj −Cvj (23)

Where Rvj and Cvj are calculated using equations 19 and 21, respectively. The players must
ensure that their utilities are always positive, with the cost always being less than the reward.

The next subsection details the non-cooperative subgame of followers.
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3.5.3 Follower’s non-cooperative Sub-game

We use a non-cooperative subgame to model the strategic competitive interaction between
verifiers on the finite and limited announced incentive tokens of the leader R. Each verifier is
considered rational and aims to optimize its utility. : The non-cooperative subgame between
the followers is defined by J = (V ,S,U ) such as :

• V = {v1, ....,vn} represents the finite set of followers, i.e., the verifiers.

• S = {s1, ...., sn} represents the finite set of verifiers’ strategies where sj is the strategy of vj ,
i.e., the verification delay and the corresponding verification cost.

• U = {u1, ....,un} denotes the finite set of follower’s utility. uj is defined in equation 23.

Nash equilibrium (NE) is the most suitable solution for non-cooperative games. Nash equi-
librium represents a mutually satisfactory situation, where no verifier would derivate and
expect to get a better utility regarding the utility of their players [30]. For more details on NE,
refer to Annex (A).In the next section, we will verify the existence of the Stackelberg equilib-
rium as well as compute the optimal strategies of the players.

3.6 Stackelberg equilibrium

The main purpose of our Stackelberg game is to derive the players’ optimal strategies in
the Stackelberg equilibrium (SE). Stackelberg equilibrium is defined as a scenario in which all
players are satisfied. No player is motivated to diverge unilaterally to increase his utility [43].
In other words, neither leaders nor followers have an interest in deviating from the Stackelberg
equilibrium point and expecting to enhance their utilities. In other words, neither the TCA
has the interest to announce a lower verification deadline, nor the verifier aims to define a
higher verification price while achieving a smaller verification delay.

For the solution of our sequential game, we apply backward induction like it is used in [54],
[55]. This technique consists of starting by looking for the optimum reaction of the followers
in the Nash equilibrium of a non-cooperative subgame before computing the best strategy of
the leader.

3.6.1 Follower’s optimal strategy

Considering the leader strategy, represented by the triplet (R, τj ),the followers compete on
the limited incentive of the leader and reply by their best strategies that satisfy the leader’s
utility. Indeed, each verifier with a high reputation score will try to verify the block as rapidly
as possible and gather a large number of validators. As higher is the number of validated that
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sign the smart contract with a verifier j, more will be the leader satisfaction and therefore the
verifier income.

Each verifier aims to maximize its verification income by maximizing the verification cost,
minimizing the verification latency and maximizing the number of validators that accept to
sign the smart contract. Deriving the solution of the verifier subgame in NE, pass univetably
by calculating the optimal verification cost (πj ) and the verification latency (Lj ). The optimal
price, π∗j , is determined by solving the following optimization problem:

π∗j = argmax
πj

Uvj

(
πj ,Lj

)
.

s. t 0 < πj <R
Lj < τj .

(24)

Uvj is defined in equation 23.

We follow the convex optimization method to investigate the optimal response of vj and
therefore solve the follower optimization problem in 23. For that, we simply check if the fol-
lowers’ utility function is a concave optimization problem by computing the first and second
order partial derivatives of the utility function Uvj with respect to i for follower i.

- Calculation of the first order derivative

dUvj

dπj
=

((
log

(
1 +πj

(
τj −Lj

))
× σ

)
−
(

γ

τj −Lj
+CIj +

πj

3m

))′
(25)

By applying differential formulas :

dUvj

dπj
=

d
dπj

((
log

(
1 +πj

(
τj −Lj

))
× σ

)
− d
dπj

(
γ

τj −Lj
+CIj +

πj

3m

))
(26)

We can deduce for j such that i =⇀1,m:

dUv1

dπ1
=

 σ
(
τj −L1

)
π1

(
τj −L1

)
+ 1
− 1

3×m
+ 0 + · · ·+ 0


dUv2

dπ2
=

0 +
σ
(
τj −L2

)
π2

(
τj −L2

)
+ 1
− 1

3×m
+ · · ·+ 0


dUvn

dπn
=

0 + 0 + · · ·+
σ
(
τj −Ln

)
πn

(
τj −Ln

)
+ 1
− 1

3×m


(27)

Finally, to obtain the general equation of the derivate, we simplify the equation as follows:

|
dUvj

dπj
=

 σ
(
τj −Lj

)
πj

(
τj −Lj

)
+ 1
− 1

3×m

 (28)
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- Calculation of the second order derivative

d2Uvi

dπi
=

log

1 +πj

(
τj −Lj

)
× σ −γj +CIj +

m∑
j=1

πj

3m


′′

d2Uvj

dπj
=

(
dUvj

dπj

)′
=

 σ
(
τj −Lj

)
πj

(
τj −Lj

)
+ 1
− 1

3×m


′

d2Uvi

dπi
= −

σ
(
τj −Li

)2(
πi

(
τj −Li

)
+ 1

)2

(29)

The obtained value of the second derivative is negative
(
− σ(τj−Lj)

2

(πj(τj−Lj)+1)2

)
. thus by following

the value of the sum remains < 0 ). This means that the utility function Uvj is convenx
relative to the verification charge price πj and the subgame admits at least one optimal
solution that maximizes the verifier utility. Therefore, the optimal verification charge cost of
a verifier can be reached using the Karush-Kuhn-Tucker constraint optimization condition
(KKT condition). According to KKT conditions, we set the first derivative equal to 0 and
solve the related equation. The optimal decision of the follower j can be obtained as follow:

dUvj

dπj
=

 σ
(
τj −Lj

)
πj

(
τj −Lj

)
+ 1
− 1

3×m

 = 0

σ
(
τj −Lj

)
πj

(
τj −Lj

)
+ 1
− 1

3×m
= 0

σ
(
τj −Lj

)
πj

(
τj −Lj

)
+ 1

=
1

3×m

(30)

So:

π∗i =
3×m× σ

(
τj −Lj

)
− 1(

τj −Lj
) (31)

is the best price for a verifier j that will be charged to be paid by the TCA for the verification
of the block.

Now we must select the optimal verification price in NE by considering all of the follower’s
strategies. For this purpose, the reward received by a follower j is the total incentive (R)
announced by the TCA minus all the rewards earned by the remaining followers.

πj =R−
n∑
i,j

πj (32)

where:
π1 =R− (π2 +π3 + . . .+πn) (33)
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We can therefore write the following system of linear equations:

0×π1 + 1×π2 + 1×π3 + . . .+ 1×πn =R− 3×m× σ (τ1 −L1)− 1
(τ1 −L1)

1×π1 + 0×π2 + 1×π3 + . . .+ 1×πn =R− 3×m× σ (τ2 −L2)− 1
(τ2 −L2)

·
·

1×π1 + 1×π2 + 1×π3 + . . .+ 0×πn =R− 3×m× σ (τn −Ln)− 1
(τn −Ln)

(34)

We transform the previous system of linear equations to a matrix equations system and we get:



0 1 1 · · · 1
... 0 1 1

...

1 1 0 1 1
1 1 1 0 1
1 · · · 1 1 0





π0

π1
...
...

πn


=



R− 3δ(τj−l1)−m
m(τj−l1)

R− 3δ(τj−l2)−m
m(τj−l2)
...
...

R− 3δ(τn−ln)−m
m(τn−ln)


The reward in the Nash equilibrium of each verifier is solved by applying the rule of Cramer’s
rule πm = det(Dm)

det(D) is the determinant of the matrix D and det(Dm) is the determinant of the
matrix Dm which is formed by replacing the Dm column of D with the column vector C.

det(D) =



0 1 1 · · · 1
... 0 1 1

...

1 1 0 1 1
1 1 1 0 1
1 · · · 1 1 0


= v − 1 (35)

We will calculate det(Dm)

det(D1) =



R− 3δ(τj−l1)−m
m(τj−l1)

11 · · ·1

R− 3(τj−l2)−m
m(τj−l2)

01 · · ·1
...
...

R− 3δ(τn−ln)−m1
m(τn−ln) 11 · · ·0
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for D1 : det(Dm) = −R− 8a+ b+ c+ d + f + g + h+ j + e+ i where:

A =



R− a 1 · · · 1 1
R− b 0 · · · 1 1

R− c 1 · · · 1
...

R−A 1 · · · 1
...

R− e 1 · · · 1
...

R− f
... · · · 1 1

R− g 1 · · · 1 1
R− h i · · · 1 1
R− i 1 · · · 0 1
R− j 1 · · · 1 0


for D2 : det(D2) = −R+ a− 8b+ c+ d + f + g + h+ j + e+ i. where :

A =



0 R− a · · · 1 1
1 R− b · · · 1 1
... R− c · · · 1

...
... R−A · · · 1

...
... R− e · · · 1

...
... R− f

... · · · 1 1
... R− g · · · 1 1
... R− h · · · 1 1
... R− i · · · 0 1
... R− j · · · 1 0


And so on for the other cases. for D3 : det(D3) = −R+a+b−8c+d + f +g +h+ j + e+ i. for D4 :
det(D4) = −R+a+b+c−8d+f +g+h+j+e+i. for D10 : det(D10) = −R+a+b+c+d+f +g+h+j+e−8i.
We can deduce that [56] :

det(A) = −R+ βj

We recalculate the determinants of the matrices, and at the end, we can generalize the calcu-
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lation of βj [57].

T[0] = a;

T[1] = b;

T[2] = c;

. . . . . . . . . . . .

for (j = 0; j < T[j]; j + +)

for (i = 1; i < N)

T[j] = T[j]∗(−8);

end

end

T[j] = T[0] + T[1] + . . .+ T[N]

πNE
m =

det(Dm)
detD

=
−R+ βj
v − 1

. (36)

3.6.2 Leader optimal strategy

The TCA intends to minimize the verification time of its block while maximizing the num-
ber of highly trusted verifiers. As a result, after getting all of the best responses from the
followers (verifiers). TCA will adjust the optimal verification time deadline (threshold

(
τj

)
)

for each verifier j by solving the following optimization problem:

τj
∗ = argmin

πi

UTCA(τ).

s.t Lj < τj .

R≥
n∑

j=1

Rvj

(37)

We have :

UTCA =

σ ×n× n∑
j=1

(
τj −Lj

)
−

n∑
j=1

log
(
1 +πj

(
τj −Lj

))
× σ

 (38)

To solve the leader optimization problem in 38, we first replace the quantity πi by π∗m . So we
obtain the following equation of the TCA utility:

UTCA =

σ ×n× n∑
j=1

(
τj −Lj

)
−

n∑
j=1

log
(
1 +
−R+ βj
n− 1

(
τj −Lj

))
× σ

 (39)

Next, we use convex optimization to prove the existence of the Stackelberg equilibrium and
calculate the optimal strategy of the leader. Therefore, we start by calculating the first and
second derivatives of the utility function UTCA and then derive the optimal value of τj
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• Calculation of the first order derivative

dUTCA

dτj
=

σ ×n× n∑
j=1

(
τj −Lj

)
−

n∑
j=1

log
(
1 +
−R+ βj
v − 1

(
τj −Lj

))
× σ

 (40)

Application of differential formulas:

dUTCA

dτj
=

(
−dUτCA

dτj
log

(
1 +
−R+ βj
v − 1

(
τj −Lj

)))
+ σ ×n

(
dUτCA

dτj

(
−Lj

)
+
dUτCA

dτj

(
τj

))
(41)

We obtain:
dUTCA

dτj
= σ

 −R+ βj(
τj −Lj

)
×
(
−R+ βj

)
− v + 1

+n

 (42)

• Calculation of the second order derivative

d2UTCA

dτj
=

σ ×n× n∑
j=1

(
τj −Lj

)
−

n∑
j=1

log
(
1 +
−R+ βj
v − 1

(
τj −Lj

))
× σ

 ′′
We obtain:

d2UTCA

dτj
=

(
dUTCA

dτj

)′
= σ

 −R+ βj(
τj −Lj

)
×
(
−R+ βj

)
− v + 1

+n


d2UTCA

dτj
=

 n×
(
−R+ βj

)2

−v +
(
−R+ βj

)(
τ −Lj

)2
+ 1

 . (43)

We found that the second derivative is positive. As a result, the function is concave and
the SE exists. The KKT condition is used to achieve the optimum TCA choice. To do this,
we use the first derivative dUTCA

dτj
and obtain:

dUTCA

dτj
= σ

 −R+ βj(
τj −Lj

)
×
(
−R+ βj

)
− v + 1

+n

 = 0.

τ∗j =
−βj

(
Lj ×n+ 1

)
+n

(
Lj ×R+ v − 1

)
+ r

n×
(
R+ βj

) . (44)
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3.6.3 Pseudo Algorithm to find the Stackelberg equilibrium

Algorithm : Pseudo Algorithm to find the Stackelberg equilibrium

Initialization

- Let n be the set of verifiers Vi such that i = 1..n.

- Let m be the set of auditors Aj such that j = 1..m.

- Set the value of R (Announced Incentive) to an initial value (i.e., 6000)

- Let Li be the latency of verifier Vi .

- Let τi be the adjusted treshold time for verifier Vi .

- Let CAi be the amount payed by verifier Vi .

End Initialization

Begin

1. For each Vi do

a) Calculate Li using equation (20)

b) Leader Adjust τi using equation (44)

c) Calculate π∗i using equation (31)

d) Calculate πNE
i using equation (36)

2. For each Aj do

a) Calculate CAj using equation (22)

3. End For

4. End For

End
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3.7 Conclusion

In this chapter, we proposed a new trust management system based on BlockChain tech-
nology to secure resource allocation. Our solution is divided into two main contributions, the
first of which includes a blockchain-based trust management mechanism for task offloading
in MEC. The second contribution for enhancing the block verification of the BC consensus
mechanism. We have used a Stackelberg game with a non-cooperative subgame to model
the strategic interaction between the block manager (TCA) and block verifiers. Convex opti-
mization and backward induction are used to compute the players’ strategies in Stackelberg
equilibrium.

In the next chapter, we will present the implementation of our blockchain-based incentive
mechanism for the proposed blockchain trust management for task offloading in mobile edge
computing.
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CHAPTER 4
Implementation and Simulation Results

4.1 Introduction

In this chapter, we implement our incentive mechanism for the proposed blockchain-based
trust management for task offloading in mobile edge computing. The main aim is to investigate
the performance of our blockchain-based incentive mechanism under different parameters
and through a variety of experiments.

4.2 Simulation tools and parameters

This section describes the various hardware and software tools used throughout the imple-
mentation of the proposed system. For our implementation, we chose Python for its excellent
libraries that allow us to model, simulate, and implement our blockchain-based trust manage-
ment for task offloading.

4.2.1 Simulation language: Python

Python is an open-source programming language created by programmer Guido van Rossum
in 1991 [58]. The logo of python is illustrated in figure 4.1. It is“an interpreted, object-
oriented, high-level programming language with dynamic semantics ” [59]. Its popularity
in the developer community comes from its simplicity of building applications in several do-
mains that run on various platforms, as well as the availability of a very well-designed open-
source library used for multiple sub-domains of computing.
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Figure 4.1: Logo of Python.

As an IDE, we used Microsoft visual studio (VS Code) for its extension which makes it an
excellent Python editor.

4.2.2 Simulation tool: visual studio code (VS Code)

Visual Studio Code is an open-source code editor developed by Microsoft that supports
many languages through extensions such as C, C, C++, HTML, Java, JavaScript, Python, etc.
It runs on Windows, Mac OS, and Linux. It provides developers with an integrated develop-
ment environment with tools for advancing technical projects from editing to building and
debugging [60]. The logo of visual studio code is illustrated in 4.2.

Figure 4.2: Logo of Visual Studio Code.

4.2.3 Simulation hardware configuration

We used a personal laptop with the specifications shown in table 4.1 to release our simula-
tion.
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Characteristics Processor RAM Hard Disk Operating system

PC Intel(R) Core(TM) i5-7300U
CPU @ 2.60GHz 2.71 GHz

8 Go 512 Go Windows 10 X64 Bits

Table 4.1: Configuration and setup of the used machine in simulation.

4.3 Simulation parameters

For the different experiments, we consider one TCA and 100 verifiers for our Stackelberg
game-based approach. Each verifier has a set of 50 auditors (validators), a reputation score
between 1 and 10, and a verification time between 5 and 20. Without loss of generality and
for the sake of simulation, we assume that the verifier with a high reputation score has a short
verification time. The cost paid to participate in the block verification is 2 and consumes 0.1 of
resources. We consider that the TCA announces 60000 tokens as a total incentive to encourage
and reward verifiers. Table 4.2 summarize the key simulation parameters:

Parameter Description Value
n Number of verifiers 100
m Number of validators 50
ρ Reputation score [1,10]
L Verification response deadline [5,20]
CI Cost of participation in block verification 2
σ Consumed ressources 0.1
R Total incentive announced by TCA 60 000 Tokens

Table 4.2: Simulation parameters.

4.4 Presentation of the application interface

Figure 4.3 shows our application’s main interface. Through this window, the user can select
the experiment with which he wishes to begin using the application, input the simulation
settings, and then click the "Create charts" button to display the results.
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Figure 4.3: The main application interface on python.

4.5 Simulation results

In this subsection, we will investigate the following experiments:

1. The impact of the number of verifiers on the utility function of the leader.

2. The impact of reputation variation on the utility function of the leader.

3. The impact of reputation variation on the utility function of the followers.

4. The impact of total incentive on the utility function of the leader.

5. The impact of the price on the utility function of verifiers.

6. The impact of the price on the utility function of the leader.

7. The Impact of the number of verifiers on the threshold and latency

4.5.1 Impact of the number of verifiers on the utility function of the leader (TCA
)

In figure 4.4, we study the impact of varying the number of verifiers on the utility of the
leader (TCA).
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Figure 4.4: Impact of the number of verifiers on the utility of the leader (TCA).

The results obtained in figure 4.4 show that as the number of verifiers increases, the utility
of the TCA increases. This is due to the fact that when the number of verifiers increases the
gain of TCA as a direct result of the enhancement of the TCA satisfaction, the utility increases,
see equation 15. More is the number of verifiers, the better will be the credibility of the block
verification, and the higher will be the utility of TCA.

4.5.2 Impact of varying verifiers’ reputations on the verifiers’ utility

Figure 4.5 shows the study of the impact of reputation variation on the utility of followers.
In this experiment, we increase each time the reputation of verifiers ([1,10], [10,20], and then
[20,30]) and study the change in the utility average of verifiers.
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Figure 4.5: Impact of reputation variation on the utility of verifiers.
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We observe from the results in figure 4.5 that the utility of the verifiers increases with the
increase of reputation (ρj ). This means that the standard deviation of the reputations increases
and the verifiers with a high reputation will have more gain. Indeed, as reputation increases,
the verifier will get more incentive income contributing to the improvement of his reward.
knowing that verifiers are ranked according to their reputation in a descending manner which
means the first verifiers are those who have a high reputation, which expresses the decrease of
the verifier’s utility.

4.5.3 Impact of varying verifiers’ reputations on the TCA’s utility

Figure 4.6 shows the study of the impact of reputation variation on the utility of the leader.
In this experiment, we increase each time the reputation of verifiers ([1,10],[10,20], and then
[20,30]) and study the impact on the TCA’s average utility.
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Figure 4.6: Impact of reputation variation on the utility function of the leader ( TCA ).

We observe from the results in figure 4.6 that the utility of the leader increases with the
increase of the verifier’s reputation (ρj ). This means that the standard deviation of the reputa-
tions increases and the leader will have more gain and its reward will be improved. Indeed, as
the number of verifiers increases, the utility of the TCA increases.

4.5.4 Impact of the total incentive on the verifiers’ utility

Figure 4.7, shows the study of the impact of the total incentive announced by the TCA on
the utility average of the verifiers for different numbers of verifiers.
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Figure 4.7: Impact of the total incentive on the utility function of verifiers.

The results in figure 4.7 clearly show that the verifier’s utility increases with the increase of
the total incentive given by the leader. This makes sense because the verifiers will have more
incentive to share and therefore will generate more gain. Also, when the number of verifiers
increases, the utility decreases since the total incentive will be shared among them due to the
strategic competition between verifiers on this limited resource.

4.5.5 Impact of the price (πj) on the verifiers’ utility

In figure 4.8, we study the impact of changing the verification price (πj ) earned by the
verifiers on their utilities.
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Figure 4.8: Impact of the price on the utility function of verifiers.
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We observe from the results in figure 4.8 that as there are fewer verifiers, the greater is the
gains earned because the verifiers will have more gains. Also, as the price increases, the utility
average of verifiers increases. When the price rises, the reward rises as well, explaining the
increase in the verifier’s utility.

4.5.6 Impact of the price (πj) earned by the verifiers on TCA’s utility

In figure 4.9, we study the impact of the price (πj ) earned by the verifiers on the TCA’s
utility.
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Figure 4.9: Impact of the price on the utility function of TCA.

We observe from the results in figure 4.9 that as there are less verifiers, the greater the
gains earned. Also, as the price increases, the utility average of the TCA decreases. This can be
explained by the following argument: when the number of verifiers increases the gain of TCA
increases subsequently, the utility increases. see equation 15.

4.5.7 Impact of the number of verifiers on the threshold and latency

Figure 4.10 shows the study of the impact of the varying the number of verifiers on the
verification threshold and the verification response delay (verification deadline).
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Figure 4.10: Impact of the varying number of verifiers on the threshold and latency.

We observe from the results in figure 4.10, that the optimal verification threshold is al-
ready adapted and successfully adjusted according to the verifier’s verification response time.
Therefore, our game-theoretic model allows the trust management system to perform an ef-
ficient incentive mechanism. In fact, the leader (TCA) can efficiently adjust the verification
deadline according to the latency of each verifier, see equation 44. This allows for optimising
the trust system parameters and optimising the leader utility.

4.6 Conclusion

This chapter is dedicated to the implementation and performance evaluation of our incen-
tive mechanism for the proposed blockchain-based trust management for task offloading in
mobile edge computing, as well as the interpretation obtained. The results show that system
actors (TCA and verifiers) can reach optimal utilities and hence provide more efficient results.
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Conclusion

The work we’ve presented in this master report aims to solve the problem of trust manage-
ment through a task offloading mechanism between the mobile devices and MEC. We proposed
a blockchain-based trust management system to secure task offloading in mobile edge comput-
ing. Our system ensures the confidentiality of the user’s identity as well as the reliability of the
offloading computation. Also, through this incentive mechanism, the system encourages users
to participate in blockchain consensus system.The Stackelberg game was then used to model
the problem of inciting the verifiers and auditors to participate in the verification process. We
used a convex optimization and backward induction to prove the Stackelberg equilibrium and
derive the system optimal strategies.

We evaluated the performance of our incentive system under several experiments. The
results obtained from the simulations showed that our model based on the Stackelberg game
allows the TCAs and verifiers to reach optimal utilities and also allows for more efficient and
reliable verification.

As future works, we intend to enhance our research and improve our approach to expand-
ing our work on trust management by implementing a BC-trust management system and per-
forming more advanced simulations to evaluate the performance of the incentive mechanisms
using reinforcement learning. Also we hope extend our incentive mechanism into hierarchical
block verification when TCA encourage the verifiers in one stage and the verifiers encourage
the auditors in the sconde stage. The game well be modeled using the hierarchical stackelberg
game with two subgames.
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Appendix A
Game Theory

.1 Definition

Game theory, often known as decision theory, is the mathematical study of the strategic
interactions of several rational agents. The following important terms are included in this
definition [61]:

- Interaction: there are several agents (also called players, decision makers, etc.) who interact,
the contentment (also called payment, gain, utility, etc.) of each one does not depend not
only on him, but also partly on the others.

- Strategic: players have a choice between several options.

- Rational: a player does not play just any old way, he seeks to optimize his payment (his
interest).

A game is defined through four basic concepts: players, strategies and utilities:

- Players: the player is a fundamental entity in a game that can represent a physical or logical
individual as well as a group of humans or entities who participate in the game with a finite
set of players represented by N. These entities must make decisions and perform actions in
accordance with the game’s rules in order to achieve a certain result. Players’ interests are
frequently varied and contradictory [62], [63].

- Strategy (action/choice): strategy represents one of a player’s available actions or options
[63]. It anticipates what the player should do in each situation that he will face. The strat-
egy completely characterizes a player’s conduct; it is based on an anticipatory process of
selecting and performing actions to achieve a goal [62].
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- Utility: It is a metric that represents a player’s level of satisfaction.The utility must describe
the agent’s subjective degree of satisfaction and indicate the optimum scenario that maxi-
mizes a player’s benefit [63]. This benefit or gain might be material, monetary, or logical.

- Equilibrium: Nash’s equilibrium is the most commonly utilized solution in game theory. A
Nash equilibrium (NE) is a condition in which no player has a motivation to modify his or
her strategy unilaterally while taking into account the strategies of the other players [64].
A Nash equilibrium is a set of strategies S = {S1, . . . ,Sn} such that for any player i and any
strategy [65]:

Si ∈ S, if ui (Si ,Si−1) ≥ ui (si ,Si−1)

.2 Best response function

The best response function of player i is the function Bi , which associates the strategies
of player that maximize its utility with each combination of strategies of the other players
si [65]:The best response function of player i is the function Bi , which associates the strategies
of player that maximize its utility with each combination of strategies of the other players
S−i [65]:

Bi (s−i) = {si ∈ Si while | ui (si , s−i) ≥ ui (si , si−1) , for each si ∈ Si}

.3 Sequential Game

The sequential game is one of the game theory typologies, where the players take turns in
sequential games. There are first and second players, and so on. At each move, each player is
aware of all previous movements, including the latest move of the other players [66]. The par-
ticipants choose their actions one by one. These games are not always totally fair in the sense
that playing first generally provides a modest or even very minor advantage (but occasionally
also a disadvantage) [66]. A sequential game is characterized by [66]:

- A set of players.

- A sequence, information, and actions made available to each player at the moment of play.

- The payoff at the end of the game, which depends on the history of the game.

.3.1 Stackelberg Game

The Stackelberg game is a sequential game in which one player is called as the leader. The
other players are called followers. In a Stackelberg game, the leader reveals a strategy first,
and then the followers react logically to optimize the leader’s actions [67].
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- Players type: the Stackelberg game is designed to simulate two different sorts of competitive
players. The leader is the game’s starter by selecting an action from a set A1, and the second
player, known as the follower, traces the leader’s action and selects an action from a set
A2 [68]

- The Stackelberg equilibrium (SE): is a mutually satisfied state (decision) from which nei-
ther the leader nor the followers choose to deviate unilaterally. The leader desires Stackel-
berg equilibrium [4], [6].

- Sub-game: a subgame is a component (a subset) of a game that has the criteria in game
theory:

- It has a single initial node that is the only member of that node’s information set.

- If a node is contained in the subset, all of its successors are also contained in the subset.

- If a node in a particular information set is in the subset, then all members of that informa-
tion set belong to the subgame.

- Backward induction: is a recurring reasoning method that is commonly employed in game
theory to argue the presence of equilibrium in sequential games with complete knowledge.
Indeed, it is necessary to begin searching for the equilibrium at the end (the last subgame)
in order to arrive at the global equilibrium at the beginning (the global game).
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