People's Democratic Republic of Algeria
Ministry of Higher Education and Scientific Research
University of Mohammed Seddik BenYahia - Jijel


Faculty of Exact and Computer Sciences
Departement of Mathematics
Master's thesis
Presented to obtain the diploma of
Master
Specialty: Mathematics.
Option: PDE and applications.
Theme

# Nonsmooth dynamical system gouverned by the normal cone 

Presented by:
Nadjla Mayache
Board of Examiners:

President : Ilyas Kecis
Supervisor: Tahar Haddad
Examiner : Radia Bouabdallah

MCA U.Mohammed Seddik BenYahia,Jijel
Prof U.Mohammed Seddik BenYahia,Jijel
MCB U.Mohammed Seddik BenYahia,Jijel

## Acknowtedgments

First of all and above all, I express my utmost gratitude to $\mathcal{A} \mathcal{L} \mathcal{L} \mathcal{H}$, who has been my guiding force and source of strength, patience, and courage throughout my academic journey.

I would like to express my sincere gratitude to my supervisor $\mathcal{P}$ r. $\mathcal{H}$ addad $\mathcal{T}$ ahar for his exceptional guidance and unwavering support throughout my preparation of this thesis. His meticulous attention to detail and efficient guidance have been invaluable to me. I am truly indebted to him for his understanding, patience, and continuous assistance. I am incredibly grateful for everything he has done. Once again, I would like to extend my heartfelt thanks for his unwavering support and guidance.

I would like to extend my sincere thanks to the esteemed members of the jury for generously dedicating their valuable time to thoroughly read and evaluate this research. Your expertise and insights are greatly appreciated and have played an instrumental role in shaping the development of this work. Thank you for your commitment to excellence and for contributing to the advancement of knowledge in this field.

Last but not least, I express my heartfelt gratitude to all the teachers in our department who have played a crucial role in my education and growth. Their guidance, knowledge, and support have been invaluable, and I am truly grateful for their dedication to imparting knowledge and shaping my academic journey.

Furthermore, I would like to convey my deepest gratitude to my cherished family. Their unwavering love, continuous encouragement, and unshakable belief in my abilities have served as the driving force behind my achievements. It is through their constant support and numerous sacrifices that I have been able to pursue my aspirations and surpass my own expectations. Their presence in my life has empowered me to explore new horizons and attain unprecedented heights of success. I am forever indebted to them for their boundless love and unwavering belief in my potential.

## Contents

Introduction ..... iv
1 Preliminaries and auxiliary results ..... 1
1.1 Convex sets ..... 1
1.2 Convex functions ..... 3
1.3 Distance function ..... 4
1.4 Normal cone ..... 6
1.5 The subdifferential of convex functions ..... 9
1.6 Indicator function ..... 11
1.7 The support function ..... 12
1.8 Weak topology ..... 12
1.9 Semicontinuity ..... 13
1.10 Maximally monotone operators ..... 14
1.11 Absolutely continuous functions ..... 15
1.12 Some convergence results ..... 16
1.13 Gronwall's inequality ..... 17
2 The well-posedness of the degenerate perturbed integro-differentialsweeping process22
2.1 Standing hypotheses ..... 22
2.2 Well posedness result ..... 23
3 Application ..... 49
Conclusion and future work ..... 52

## Notations

| a.e. | almost everywhere. |
| :--- | :--- |
| i.e. | it mean. |
| $:=$ | equal by definition. |
| $\equiv$ | identically equal. |
| $H$ | real Hilbert space. |
| $\\|\cdot\\|$ | the norm of H. |
| $\langle\cdot, \cdot\rangle$ | the scalar product of H. |
| $\bar{C}$ | the closure of $C$. |
| $\operatorname{int}(C)$ | the interior of $C$. |

$\mathbb{B} \quad$ the closed unit ball.
$B(x, \delta) \quad$ the open ball centered at $x$ of radius $\delta$.
$B[x, \delta] \quad$ the closed ball centered at $x$ of radius $\delta$.
$C\left(\left[T_{0}, T\right], H\right) \quad$ The Banach space of all continuous functions defined from $\left[T_{0}, T\right]$ to $H$ equipped with the norm of the uniform convergence $\|f(\cdot)\|_{\infty}=\sup _{t \in\left[T_{0}, T\right]}\|f(t)\|$.
$L^{p}\left(\left[T_{0}, T\right], H\right) \quad$ The space of measurable p-integrable mapping $(1 \leq p<\infty)$ defined on $\left[T_{0}, T\right]$ with values in $H$ equipped with the norm
$\|f(\cdot)\|_{L^{p}}=\left(\int_{T_{0}}^{T}|f(t)|^{p} d t\right)^{\frac{1}{p}}$.
$L^{\infty}\left(\left[T_{0}, T\right], H\right)$ The space of essentially bounded functions defined on $\left[T_{0}, T\right]$ with values in $H$ equipped with the norm
$\|f(\cdot)\|_{L^{\infty}}=\inf \left\{c \geq 0:\|f(t)\| \leq c\right.$ a.e. on $\left.\left[T_{0}, T\right]\right\}$.

## Introduction

The sweeping process, also known as the Moreau's sweeping process, is a special case of a class of differential inclusion introduced and extensively studied by J.J. Moreau in a series of influential papers. The concept of the sweeping process arises from the need to model systems with unilateral constraints, such as frictional and frictionless contact problems or mechanical systems with impacts.

In Moreau's work, the sweeping process is formulated as a differential inclusion, which is a generalization of ordinary differential equations. While ordinary differential equations describe the evolution of a single valued function, differential inclusions describe the possible evolution of a set-valued function. This set-valued function represents the set of possible states that the system can attain at any given time.

The sweeping process is often represented as follows:

$$
\left\{\begin{array}{l}
-\dot{x}(t) \in N_{C(t)}(x(t)) \quad \text { a.e. in }\left[T_{0}, T\right], \\
x\left(T_{0}\right)=x_{0} \in C\left(T_{0}\right),
\end{array}\right.
$$

where $N_{C(t)}(\cdot)$ denotes the usual normal cone of the closed convex set $C(t)$ in the sense of convex analysis, $x_{0}$ is a given initial condition.

Nowdays sweeping process becomes a famous mathematical model to analyze and solve problems involving unilateral constraints and impacts. It has applications in various fields, including mechanics, control theory, and optimization.

The aim of this master's thesis is to study the existence and uniquness of solution (following the lines in [14, [4] and [12]) for a new variant of the sweeping process, which can be described by the following differential inclusion:

$$
(D P)\left\{\begin{array}{l}
-\dot{x}(t) \in N_{C(t)}(A x(t))+\int_{T_{0}}^{t} f(t, s, x(s)) d s \quad \text { a.e. } t \in\left[T_{0}, T\right] \\
x\left(T_{0}\right)=x_{0}, \quad A x_{0} \in C\left(T_{0}\right)
\end{array}\right.
$$

where $A$ is a linear bounded operator and $f:\left[T_{0}, T\right] \times\left[T_{0}, T\right] \times H \longrightarrow H$ is a Lipschitz single-valued function.

It worth mentioning that the nonlinear problem $(D P)$ without any perturbations (i.e. $f \equiv 0$ ) has been introduced and studied for the first time by Kunze and Marques in [15] where the moving set $C(t)$ varies in a Hausdorff continuous way. After, Kecies et al. in [14] extended the above results for the absolutely continuous moving set $C(t)$ by adding a Lipschitz perturbation. Recently in [4] and 5] the authors proved the well posedness of $(D P)$ with $A=i d$ (identical operator). The general degenerate sweeping process perturbed by the sum of a Caratheodory mapping and an integral forcing term has been studied in [13]. Therefore, $(D P)$ is the goal of our master's thesis.

The outline of our work is divided into three chapters as follows:
An opening chapter serves as a reminder and presentation of the fundamental results and basic concepts that will play a crucial role in the subsequent chapters. It covers key notions in convex analysis, accompanied by illustrative examples. Additionally, it highlights classical results in functional analysis and discusses Gronwall's inequalities.
In the second chapter we state our main result where we prove the well posdness of the degenerate perturbed integro-differential sweeping process $(D P)$.
The third chapter concludes our master's thesis by showcasing the application of our main result to the field of differential complementarity problems. This application demonstrates how our findings can be effectively utilized in this specific area of study.

## Preliminaries and auxiliary results

In this chapter, we recall all definitions and auxiliary results that will be used in the sequel of this master's thesis. For more details we refer the reader to [16] [8] [9] [19] [3] [7] [6] [10] [2] [11] [15] [18] [1.

### 1.1 Convex sets

Definition 1.1.1. Let $x$ and $y$ be two points of $H, x$ and $y$ are called the endpoints of the line-segment denoted by $[x, y]$ where

$$
[x, y]:=\{\lambda x+(1-\lambda) y, 0 \leqslant \lambda \leqslant 1\} .
$$

Definition 1.1.2 (Convex set). A subset $C$ of $H$ is convex if it includes for every pair of points the line segment that joins them, or in other words, if for every choice of $x \in C$ and $y \in C$ one has $[x, y] \subset C$ :

$$
\lambda x+(1-\lambda) y \in C \quad \text { for all } \lambda \in[0,1] \text {. }
$$



Figure 1.1: A convex, B not convex.

## Example 1.1.3.

- The empty set and $H$ are convex;
- The affine subspaces are convex;
- In $H=\mathbb{R}$, the convex sets are exactly the intervals;
- The open or closed ball is convex.


## Proposition 1.1.4.

1. If $C$ is convex, then $\bar{C}$ and $\operatorname{int}(C)$ are also convex.
2. Given an index set $I$, let $\left(C_{i}\right)_{i \in I}$ be a family of convex sets in $H$. Then the set $C:=\bigcap_{i \in I} C_{i}$ is also convex.
3. $C$ convex and $\lambda \in \mathbb{R}$ implies $\lambda C$ convex.
4. If $C_{1}$ and $C_{2}$ are convex, then $C_{1}+C_{2}$ is also convex.
5. If $C$ is convex, then $\lambda_{1} C+\lambda_{2} C=\left(\lambda_{1}+\lambda_{2}\right) C$ for every $\lambda_{1}, \lambda_{2} \geqslant 0$. Consequently $\lambda_{1} C+\lambda_{2} C$ is also convex.
6. A set $C$ is convex if and only if $C$ contains all convex combinations of its elements.
7. The union of convex sets is not convex in general.

Indeed, if we take singletons $C_{1}=\{x\}$ and $C_{2}=\{y\}$ which are convex but $C_{1} \cup C_{2}=\{x, y\}$ it isn't.

Definition 1.1.5 (Convex combination). A convex combination of the points $\left(x_{i}\right)_{1 \leq i \leq k}$ of $H$ is a point of the form

$$
x=\sum_{i=1}^{k} \lambda_{i} x_{i}, \text { with } \lambda_{i} \geq 0, \forall i=1,2, \ldots, k \text { and } \sum_{i=1}^{k} \lambda_{i}=1,
$$

i.e. $x$ is an affine combination of $x_{1}, \ldots, x_{k}$, with all the scalars $\lambda_{i} \geq 0$ for $i=$ $1,2, \ldots, k$.

Definition 1.1.6 (Convex hull). Let $S \subset H$. The convex hull of $S$ is the intersection of all the convex subsets of $H$ containing $S$, i.e. the smallest convex subset of $H$ containing $S$. It is denoted by co $(S)$.

$$
\operatorname{co}(S):=\cap\{C \text { is convex and } S \subset C\} .
$$

Proposition 1.1.7. Let $S \subset H$. The convex hull of $S, \operatorname{co}(S)$, is the set of all convex combinations of the points in S, i.e.

$$
c o(S)=\left\{\sum_{i=1}^{n} \lambda_{i} x_{i},\left(\lambda_{i}\right)_{1 \leqslant i \leqslant n} \geq 0, \sum_{i=1}^{n} \lambda_{i}=1, n \in \mathbb{N}^{*},\left(x_{i}\right)_{1 \leqslant i \leqslant n} \in S\right\} .
$$

Remark 1.1.8. Convex hulls satisfy the following identity

$$
c o(A+B)=c o(A)+c o(B)
$$

Definition 1.1.9 (Closed convex hull). The closed convex hull of a subset $S \subset H$, denoted by $\overline{c o}(S)$, is the intersection of all closed convex sets containing $S$. We note that $\overline{c o}(S)=\overline{c o(S)}$.

$$
\overline{c o}(S):=\cap\{C \text { is a closed convex and } S \subset C\} .
$$

Remark 1.1.10. If $S \subset H$ is closed, then $\operatorname{co}(S)$ is not necessarily closed.

### 1.2 Convex functions

Definition 1.2.1. Let $f: H \longrightarrow \mathbb{R} \cup\{+\infty\}$ be an extended real-valued function.
The effective domain of $f$ is defined by

$$
\operatorname{domf}:=\{x \in H: f(x)<+\infty\} .
$$

The function $f$ is said to be proper if $\operatorname{dom} f \neq \emptyset$ and $f(x) \neq-\infty, \forall x \in H$.
Definition 1.2.2. A proper function $f: H \longrightarrow \mathbb{R} \cup\{+\infty\}$ is said to be convex if

$$
f(\lambda x+(1-\lambda) y) \leq \lambda f(x)+(1-\lambda) f(y)
$$

for every $\lambda \in[0,1]$ and every $x, y \in \operatorname{dom} f$.


Figure 1.2: Illustration of the definition.

Definition 1.2.3. The epigraph of a function $f: H \longrightarrow \mathbb{R} \cup\{+\infty\}$ is defined by

$$
\text { epif }:=\{(x, r) \in H \times \mathbb{R}: f(x) \leq r\} .
$$

Proposition 1.2.4. Let $f: H \longrightarrow \mathbb{R} \cup\{+\infty\}$ be a proper function. Then

$$
\text { fis convex } \Longleftrightarrow e p i(f) \text { is convex in } H \times \mathbb{R} .
$$



Figure 1.3: Epigraphs of different functions.

Proposition 1.2.5 (Jensen's inequality). A function $f: H \longrightarrow \mathbb{R} \cup\{+\infty\}$ is convex if and only if

$$
f\left(\sum_{i=1}^{n} \lambda_{i} x_{i}\right) \leq \sum_{i=1}^{n} \lambda_{i} f\left(x_{i}\right)
$$

for all finite families $\left(\lambda_{i}\right)_{1 \leqslant i \leqslant n}$ in $[0,1]$ such that $\sum_{i=1}^{n} \lambda_{i}=1, n \in \mathbb{N}^{*}$ and $\left(x_{i}\right)_{1 \leqslant i \leqslant n} \in$ $\operatorname{dom}(f)$.

### 1.3 Distance function

Definition 1.3.1. Let $C$ be a nonempty subset of $H$ and $x \in H$. The distance of $x$ to $C$, denoted by $d_{C}(x)$ or $d(x, C)$, is defined by

$$
d_{C}(x):=\inf _{y \in C}\|x-y\| .
$$

Proposition 1.3.2. Let $C$ be a nonempty subset of $H$,

1. $d_{C}(x)=0 \Leftrightarrow x \in \bar{C}$.
2. $\left|d_{C}(x)-d_{C}(y)\right| \leq\|x-y\|, \quad \forall x, y \in H$, i.e. $\quad d_{C}($.$) is 1-$ Lipschitz.
3. When $C$ is closed we have
$d_{C}($.$) is convex if and only if C$ is convex.

## Proof.

1. We suppose that $d_{C}(x)=0=\inf _{y \in C}\|x-y\|$.

$$
\forall \varepsilon>0, \exists c \in C ; \quad d_{C}(x) \leq\|x-c\|<d_{C}(x)+\varepsilon
$$

Taking $\varepsilon=\frac{1}{n}$ we obtain

$$
\forall n \in \mathbb{N}^{*}, \exists c_{n} \in C ;\|x-c\| \leq \frac{1}{n},
$$

i.e. $c_{n} \longrightarrow x$, that ensure $x \in \bar{C}$.

Conversely, we suppose $x \in \bar{C}$ i.e. $\exists\left(c_{n}\right)_{n} \subset C$ such that $c_{n} \longrightarrow x$.
We have

$$
0 \leq d_{C}(x)=\inf _{c \in C}\|x-c\| \leq\|x-c\| \quad \forall c \in C
$$

Or $\left(c_{n}\right)_{n} \subset C$, then $0 \leq d_{C}(x) \leq\left\|x-c_{n}\right\| \quad \forall n \in \mathbb{N}^{*}$, taking $n \longrightarrow+\infty$ we deduce $d_{C}(x)=0$.
2. We have $d_{C}(x)=\inf _{c \in C}\|x-c\|$, hence

$$
\begin{aligned}
d_{C}(x) & \leq\|x-c\| \quad ; \forall c \in C \\
& \leq\|x-y\|+\|y-c\| \quad ; \forall c \in C, y \in H
\end{aligned}
$$

Taking the infimum over C on the above inequality, we obtain

$$
\begin{aligned}
d_{C}(x) & \leq\|x-y\|+\inf _{c \in C}\|y-c\| \\
& \leq\|x-y\|+d_{C}(y),
\end{aligned}
$$

then $d_{C}(x)-d_{C}(y) \leq\|x-y\|$.
Exchanging the roles between $x$ and $y$ we get

$$
d_{C}(y)-d_{C}(x) \leq\|x-y\|,
$$

which gives the desired inequality.
3. We suppose that $d_{C}(\cdot)$ is convex.

Let $x, y \in C, \alpha \in[0,1]$ we have

$$
d_{C}(\cdot) \text { convex } \Leftrightarrow d_{C}(\alpha x+(1-\alpha) y) \leq \alpha d_{C}(x)+(1-\alpha) d_{C}(y),
$$

then $0 \leq d_{C}(\alpha x+(1-\alpha) y) \leq 0(C$ is closed $)$,
hence $d_{C}(\alpha x+(1-\alpha) y)=0$, then $\alpha x+(1-\alpha) y \in C$,
therefore $C$ is convex.
Conversely, let $x, y \in C, \alpha \in[0,1]$. We have

$$
d_{C}(x)=\inf _{c_{1} \in C}\left\|x-c_{1}\right\| \Rightarrow \forall \varepsilon>0, \exists c_{1} \in C ;\left\|x-c_{1}\right\|<d_{C}(x)+\varepsilon
$$

and

$$
d_{C}(y)=\inf _{c_{2} \in C}\left\|y-c_{2}\right\| \Rightarrow \forall \varepsilon>0, \exists c_{2} \in C ;\left\|y-c_{2}\right\|<d_{C}(y)+\varepsilon
$$

then

$$
\alpha\left\|x-c_{1}\right\|+(1-\alpha)\left\|y-c_{2}\right\|<\alpha d_{C}(x)+(1-\alpha) d_{C}(y)+\varepsilon .
$$

On the other hand,
$d_{C}(\alpha x+(1-\alpha) y)=\inf _{c \in C}\|\alpha x+(1-\alpha) y-c\| \leq\|\alpha x+(1-\alpha) y-c\| \quad, \forall c \in C$.
Taking $c:=\alpha c_{1}+(1-\alpha) c_{2} \in C \quad\left(c_{1}, c_{2} \in C\right.$ and C is convex $)$,
therefore,

$$
\begin{aligned}
d_{C}(\alpha x+(1-\alpha) y) & \leq\left\|\alpha x+(1-\alpha) y-\alpha c_{1}+(1-\alpha) c_{2}\right\| \\
& \leq \alpha\left\|x-c_{1}\right\|+(1-\alpha)\left\|y-c_{2}\right\| \\
& \leq \alpha d_{C}(x)+(1-\alpha) d_{C}(y)+\varepsilon
\end{aligned}
$$

taking $\varepsilon \longrightarrow 0$, then

$$
d_{C}(\alpha x+(1-\alpha) y) \leq \alpha d_{C}(x)+(1-\alpha) d_{C}(y)
$$

### 1.4 Normal cone

Definition 1.4.1. A nonempty subset $C$ of $H$ is called a cone if for each $x \in C$ and each $\lambda \geq 0$ we have $\lambda x \in C$.
Also if we have $C$ is a convex set, then we say $C$ is a convex cone.
Definition 1.4.2. The normal cone to a convex subset $C$ of $H$ at a point $x \in C$ is defined as

$$
N_{C}(x):=\{z \in H:\langle z, y-x\rangle \leq 0, \quad \forall y \in C\} .
$$

If $x \notin C$, then $N_{C}(x)=\emptyset$ (by convention).


Figure 1.4: Normal cone to the convex set $\Omega$.

## Example 1.4.3.

- $N_{H}(x)=\{0\}$.
- $N_{\{x\}}(x)=H$.
- $C=[0,1]$

$$
N_{C}(x)= \begin{cases}\mathbb{R}_{-} & \text {if } x=0 \\ \mathbb{R}_{+} & \text {if } x=1 \\ \{0\} & \text { if } x \in] 0,1[ \\ \emptyset & \text { otherwise }\end{cases}
$$

Theorem 1.4.4. Let $C \subset H$ be a convex subset where $\operatorname{int}(C) \neq \emptyset$. If $x \in \operatorname{int}(C)$ then $N_{C}(x)=\{0\}$.

## Proof.

By the definition of the normal cone we have $0 \in N_{C}(x)$ i.e. $\{0\} \subset N_{C}(x)$. Then, it remains to prove that $N_{C}(x) \subset\{0\}$.
Let $v \in N_{C}(x)$.
Since $x \in \operatorname{int}(C) ; \exists \delta>0$ such that $x+\delta B(0,1) \subset C$.

$$
\begin{aligned}
\langle v, x+\delta t-x\rangle & \leq 0, \quad \forall t \in B(0,1) \\
\langle v, \delta t\rangle & \leq 0, \quad \forall t \in B(0,1) \\
\langle v, t\rangle & \leq 0, \quad \forall t \in B(0,1) .
\end{aligned}
$$

Let $r>0$ small enouph such that $r v \in B(0,1)$, then, $\langle v, r v\rangle \leq 0$, or $r\|v\|^{2} \leq 0$. So $v=0$.

Proposition 1.4.5. Let $C \subset H$ be a convex subset and $x \in C$. Then $N_{C}(x)$ is a closed convex cone.

## Proof.

- $N_{C}(x)$ is a cone:

Let $v \in N_{C}(x)$ and $\lambda \geq 0$,

$$
\begin{aligned}
v \in N_{C}(x) & \Leftrightarrow\langle v, y-x\rangle \leq 0, \quad \forall y \in C \\
& \Leftrightarrow\langle\lambda v, y-x\rangle \leq 0, \quad \forall y \in C \\
& \Leftrightarrow \lambda v \in N_{C}(x)
\end{aligned}
$$

- $N_{C}(x)$ is convex:

Let $v_{1}, v_{2} \in N_{C}(x)$ and $\left.\lambda \in\right] 0,1[$

$$
\lambda v_{1}+(1-\lambda) v_{2} \in N_{C}(x) ?
$$

Let $y \in C$

$$
\left\langle\lambda v_{1}+(1-\lambda) v_{2}, y-x\right\rangle=\lambda\left\langle v_{1}, y-x\right\rangle+(1-\lambda)\left\langle v_{2}, y-x\right\rangle \leq 0
$$

-     - $N_{C}(x)$ is closed:

Let $\left(v_{n}\right)_{n} \in N_{C}(x)$ such that $v_{n} \longrightarrow v$,

$$
\begin{aligned}
v_{n} \in N_{C}(x), \forall n & \Rightarrow\left\langle v_{n}, y-x\right\rangle \leq 0, \quad \forall y \in C, \quad \forall n \\
& \Rightarrow \lim _{n \rightarrow+\infty}\left\langle v_{n}, y-x\right\rangle \leq 0, \quad \forall y \in C \\
& \Rightarrow\langle v, y-x\rangle \leq 0, \quad \forall y \in C \\
& \Rightarrow v \in N_{C}(x)
\end{aligned}
$$

Proposition 1.4.6. Let $C, C_{1}, C_{2}$ be three subsets of $H$ :

1. $N_{C}(-x)=-N_{-C}(x) \quad \forall x \in-C$.
2. $N_{C+a}(x+a)=N_{C}(x) \quad$ for all $x \in C, a \in H$.
3. $N_{C_{1} \times C_{2}}\left(x_{1}, x_{2}\right)=N_{C_{1}}\left(x_{1}\right) \times N_{C_{2}}\left(x_{2}\right)$ for all $x_{1} \in C_{1}, x_{2} \in C_{2}$.

Definition 1.4.7. Let $K$ be a nonempty closed convex subset of $H$. The dual cone of $K$ is definded by

$$
K^{*}:=\{p \in H,\langle p, v\rangle \geq 0, \text { for all } v \in K\}
$$

### 1.5 The subdifferential of convex functions

Definition 1.5.1. Let $f: H \longrightarrow \mathbb{R} \cup\{+\infty\}$ be a proper and convex function. We say that $\xi \in H$ is a subgradient of $f$ at a point $x_{0} \in \operatorname{dom}(f)$ if

$$
\begin{equation*}
\left\langle\xi, x-x_{0}\right\rangle \leq f(x)-f\left(x_{0}\right) \quad \text { for all } x \in H . \tag{1.1}
\end{equation*}
$$

The set of all $\xi \in H$ satisfying (1.1), denoted by $\partial f\left(x_{0}\right)$, is called the subdifferential of $f$ at $x_{0}$ and definded by

$$
\partial f\left(x_{0}\right):=\left\{\xi \in H:\left\langle\xi, x-x_{0}\right\rangle \leq f(x)-f\left(x_{0}\right) \quad \forall x \in H\right\} .
$$



Figure 1.5: The subdifferential at different points.

Remark 1.5.2. By convention we set $\partial f\left(x_{0}\right)=\emptyset$ if $x_{0} \notin \operatorname{dom}(f)$.
Example 1.5.3. Let $f: \mathbb{R} \rightarrow \mathbb{R}, x \mapsto f(x)=|x|$. Then $\partial f(0)=[-1,1]$, indeed,

$$
\begin{aligned}
\partial f(0) & =\{\xi \in \mathbb{R}:\langle\xi, x\rangle \leq f(x)-f(0) \quad \forall x \in \mathbb{R}\} \\
& =\{\xi \in \mathbb{R}: x \cdot \xi \leq|x|, \quad \forall x \in \mathbb{R}\} \\
& =\{\xi \in \mathbb{R}: x \cdot \xi \leq x, \forall x>0\} \cap\{\xi \in \mathbb{R}: x \cdot \xi \leq-x, \forall x<0\} \cap \mathbb{R} \\
& =\{\xi \in \mathbb{R}: \xi \leq 1\} \cap\{\xi \in \mathbb{R}: \xi \geq-1\} \cap \mathbb{R} \\
& =[-1,1] .
\end{aligned}
$$

In the next proposition we give a geometrical caractirisation of the normal cone.
Proposition 1.5.4. Let $f: H \longrightarrow \mathbb{R} \cup\{+\infty\}$ be a convex function. If $x_{0} \in \operatorname{dom}(f)$ then

$$
\partial f\left(x_{0}\right)=\left\{\xi \in H ; \quad(\xi,-1) \in N_{e p i(f)}\left(x_{0}, f\left(x_{0}\right)\right)\right\} .
$$




Figure 1.6: The graphs of the abslute function and its subdifferential.

## Proof.

We start by the opposite incusion " $\supset$ ":
Let $(\xi,-1) \in N_{\text {epi }(f)}\left(x_{0}, f\left(x_{0}\right)\right)$ this implies by definition

$$
\left\langle(\xi,-1),(x, \lambda)-\left(x_{0}, f\left(x_{0}\right)\right)\right\rangle_{H \times \mathbb{R}} \leq 0 \quad \forall(x, \lambda) \in \operatorname{epi}(f) .
$$

Or,

$$
\begin{gathered}
\left\langle\xi, x-x_{0}\right\rangle_{H}+\left\langle-1, \lambda-f\left(x_{0}\right)\right\rangle_{\mathbb{R}} \leq 0 \quad \forall(x, \lambda) \in e p i(f), \\
\left\langle\xi, x-x_{0}\right\rangle_{H} \leq \lambda-f\left(x_{0}\right) \quad \forall(x, \lambda) \in e p i(f) .
\end{gathered}
$$

Two cases eraise:

- If $x \notin \operatorname{dom}(f): f(x)=+\infty$, then we obtain $\left\langle\xi, x-x_{0}\right\rangle \leq f(x)-f\left(x_{0}\right) \quad \forall x \in$ $H$, i.e. $\xi \in \partial f\left(x_{0}\right)$.
- If $x \in \operatorname{dom}(f): f(x)<+\infty$, then $(x, f(x)) \in e p i(f) \Longrightarrow\left\langle\xi, x-x_{0}\right\rangle \leq$ $f(x)-f\left(x_{0}\right)$, hence $\xi \in \partial f\left(x_{0}\right)$.

Now, we prove the direct inclusion " $\subset$ ":
Let $\xi \in \partial f\left(x_{0}\right)$, we have $\left\langle\xi, x-x_{0}\right\rangle \leq f(x)-f\left(x_{0}\right) \quad, \forall x \in H$.

$$
\begin{aligned}
\left\langle(\xi,-1),(x, \lambda)-\left(x_{0}, f\left(x_{0}\right)\right)\right\rangle_{H \times \mathbb{R}} & =\left\langle\xi, x-x_{0}\right\rangle_{H}+\left\langle-1, \lambda-f\left(x_{0}\right)\right\rangle_{\mathbb{R}} \\
& =\left\langle\xi, x-x_{0}\right\rangle-\lambda+f\left(x_{0}\right) \\
& \leq\left\langle\xi, x-x_{0}\right\rangle-f(x)+f\left(x_{0}\right) \leq 0 .
\end{aligned}
$$

Therefore, $(\xi,-1) \in N_{\text {epi }(f)}\left(x_{0}, f\left(x_{0}\right)\right)$.
Example 1.5.5. The subdifferential of the abslute function at $(0,0)$ :


Figure 1.7: The subdifferential of the abslute function at $(0,0)$.

### 1.6 Indicator function

Definition 1.6.1. Let $S$ be a non empty subset of $H$, the indicator function at $S$ is definded by

$$
\begin{aligned}
\delta_{S}(\cdot): H & \longrightarrow \mathbb{R} \cup\{+\infty\} \\
x & \longmapsto \delta_{S}(x)= \begin{cases}0 & \text { if } x \in S \\
+\infty & \text { if } x \notin S\end{cases}
\end{aligned}
$$

Remark 1.6.2.

- $\operatorname{dom}\left(\delta_{S}\right)=\left\{x \in H: \delta_{S}(x)<+\infty\right\}=S$.
- epi $\left(\delta_{S}\right)=\left\{(x, r) \in H \times \mathbb{R}: \delta_{S}(x) \leq r\right\}=S \times[0,+\infty[$.
- The function $\delta_{S}(\cdot)$ is convex if and only if $S$ convex.

Proposition 1.6.3. Let $S$ be a non empty convex subset of $H$, and $x_{0} \in S$, then the subdifferential of the indicator function is

$$
\partial \delta_{S}\left(x_{0}\right)=N_{S}\left(x_{0}\right)
$$

## Proof.

Let $\xi \in \partial \delta_{S}\left(x_{0}\right)$, then

$$
\left\langle\xi, x-x_{0}\right\rangle \leq \delta_{S}(x)-\delta_{S}\left(x_{0}\right), \quad \forall x \in H
$$

In particular for $x \in S$ we have

$$
\left\langle\xi, x-x_{0}\right\rangle \leq 0, \quad \forall x \in S
$$

Therefore $\xi \in N_{S}\left(x_{0}\right)$.
Conversely, if $\xi \in N_{S}\left(x_{0}\right)$ then

$$
\left\langle\xi, x-x_{0}\right\rangle \leq 0 \quad, \forall x \in S
$$

Or $\left\langle\xi, x-x_{0}\right\rangle \leq \delta_{S}(x)-\delta_{S}\left(x_{0}\right), \quad \forall x \in S$.
More $\left\langle\xi, x-x_{0}\right\rangle \leq \delta_{S}(x)-\delta_{S}\left(x_{0}\right), \quad \forall x \in H \backslash S \quad$ (because $\delta_{S}(x)=+\infty$ ),
therefore $\xi \in \partial \delta_{S}\left(x_{0}\right)$.

### 1.7 The support function

Definition 1.7.1. The support function of a nonempty subset $S$ of $H$ is the function $\sigma(S, \cdot): H \longrightarrow \mathbb{R} \cup\{+\infty\}$ defined by

$$
\sigma(S, x):=\sup _{\xi \in S}\langle x, \xi\rangle
$$

The support function allows us to express the inclusion $\xi \in S$ in an analytical form.

Theorem 1.7.2. [19] Let $S$ be a convex closed set. Then $\xi \in S$ if and only if

$$
\langle x, \xi\rangle \leq \sigma(S, x) \quad \text { for all } x \in H
$$

### 1.8 Weak topology

Let $E$ be a Banach space and $E^{\prime}$ its topological dual i.e., $E^{\prime}=\{f: E \longrightarrow \mathbb{R}, f$ continuous linear $\}$ such that for all $f \in E^{\prime}$

$$
\|f\|_{E^{\prime}}=\sup _{\substack{x \in E \\\|x\| \leq 1}}|\langle f, x\rangle| .
$$

We denote by $\varphi_{f}: E \longrightarrow \mathbb{R}$ the linear functional $\varphi_{f}(x)=\langle f, x\rangle$. As $f$ runs through $E^{\prime}$ we obtain a collection $\left(\varphi_{f}\right)_{f \in E^{\prime}}$ of maps from $E$ into $\mathbb{R}$.

Definition 1.8.1. The weak topology $\sigma\left(E, E^{\prime}\right)$ on $E$ is the weakest topology on $E$ making all maps $\left(\varphi_{f}\right)_{f \in E^{\prime}}$ continuous.

Definition 1.8.2. We say that a sequence $\left(x_{n}\right)$ in $E$ converges to $x$ in the weak topology $\sigma\left(E, E^{\prime}\right)$ and we note $x_{n} \rightharpoonup x$ if and only if $\left\langle f, x_{n}\right\rangle \longrightarrow\langle f, x\rangle, \forall f \in E^{\prime}$.

Remark 1.8.3. If $E$ is an Hilbert space then we can identify $E^{\prime}$ by $E$, then $x_{n} \rightharpoonup x \Leftrightarrow\left\langle y, x_{n}\right\rangle \longrightarrow\langle y, x\rangle, \forall y \in E$, where $\langle\cdot, \cdot\rangle$ is the scalar product of $E$.

Proposition 1.8.4. Let $\left(x_{n}\right)$ be a sequence in $E$, we have if $x_{n} \longrightarrow x$ strongly, then $x_{n} \rightharpoonup x$ weakly in $\sigma\left(E, E^{\prime}\right)$.

Proposition 1.8.5. Let $C$ be a closed convex subset of $E$, then $C$ is closed in the weak topology $\sigma\left(E, E^{\prime}\right)$.

### 1.9 Semicontinuity

We start by recalling well-known definitions.
Definition 1.9.1. We say that a real function $f: H \longrightarrow \mathbb{R} \cup\{+\infty\}$ is continuous at $x \in H$ provided that for every $\varepsilon>0$ there is a $\delta>0$ such that $|f(x)-f(y)|<\varepsilon$ whenever $|x-y|<\delta$. If this property holds for every $x \in H$ we say that $f$ is continuous on $H$.

Definition 1.9.2. Let $f: H \longrightarrow \mathbb{R} \cup\{+\infty\}$ be a proper function and let $x_{0} \in H$. We say that $f$ is lower semicontinuous (lsc), respectively upper semicontinuous (usc), at $x_{0}$, provided that $f\left(x_{0}\right) \leq \liminf _{n \rightarrow+\infty} f\left(x_{n}\right)$, respectively $f\left(x_{0}\right) \geq \liminf _{n \rightarrow+\infty} f\left(x_{n}\right)$, for every sequence $\left(x_{n}\right)_{n \in \mathbb{N}} \subset H$ such that $x_{n} \rightarrow x_{0}$ as $n \rightarrow+\infty$. If the property holds for every point $x_{0} \in H$ we say that $f$ is lsc, usc respectively, on $H$.

## Remark 1.9.3.

- $f$ is continuous (at $x_{0} \in H$ ) if it is both lower and upper semicontinuous (at $x_{0}$ ),
- $f$ is lsc if and only if $-f$ is usc,

Proposition 1.9.4. Let $f, g: H \longrightarrow \mathbb{R} \cup\{+\infty\}, \lambda>0$. We have

1. If $f, g$ are lsc, respectively usc, then $f+g$ is lsc, respectively usc;
2. If $f$ is lsc, respectively usc, then $\lambda f$ is also lsc, respectively usc;
3. $f$ is lower semicontinuous if and only if epi(f) is closed in $H \times \mathbb{R}$.

Definition 1.9.5. A function $f: H \longrightarrow \mathbb{R} \cup\{+\infty\}$ is weakly lower semicontinuous at $x_{0}$ if, for every sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ in $H$ such that $x_{n} \rightharpoonup x_{0}$ as $n \rightarrow+\infty$, we have

$$
\liminf _{n \rightarrow+\infty} f\left(x_{n}\right) \geq f\left(x_{0}\right)
$$

### 1.10 Maximally monotone operators

Definition 1.10.1. Let $X$ and $Y$ be two sets. $F: X \rightrightarrows Y$ is a set-valued mapping (multifunction) defined from $X$ to $\mathscr{P}(Y)$ (subsets of $Y$ ).

The set $\operatorname{dom}(F)=\{x \in X: F(x) \neq \phi\} \quad$ is called the domain of $F$.
The graph of $F$ is denoted $g r(F)$ and is defined by

$$
g r(F)=\{(x, y) \in X \times Y: y \in F(x)\} .
$$

The image of $F$ is defined as

$$
\operatorname{im}(F)=\{y \in Y / \exists x \in X: y \in F(x)\}
$$

Definition 1.10.2. The operator $F: X \rightrightarrows Y$ is monotone if

$$
\forall x_{1}, x_{2} \in \operatorname{dom}(F) \forall y_{1} \in F\left(x_{1}\right) \forall y_{2} \in F\left(x_{2}\right), \quad\left\langle y_{1}-y_{2}, x_{1}-x_{2}\right\rangle \geq 0
$$

Example 1.10.3. Let $f: H \longrightarrow \mathbb{R} \cup\{+\infty\}$ be convex and proper. Then the subdifferential of $f(\partial f)$ is monotone.

Proof. Take $x_{1}, x_{2} \in \operatorname{dom}(\partial f)$ and $y_{1} \in \partial f\left(x_{1}\right), y_{2} \in \partial f\left(x_{2}\right)$. Then

$$
\begin{align*}
& y_{1} \in \partial f\left(x_{1}\right) \Leftrightarrow f(x) \geq f\left(x_{1}\right)+\left\langle y_{1}, x-x_{1}\right\rangle, \forall x \in H,  \tag{1.2}\\
& y_{2} \in \partial f\left(x_{2}\right) \Leftrightarrow f(x) \geq f\left(x_{2}\right)+\left\langle y_{2}, x-x_{2}\right\rangle, \forall x \in H, \tag{1.3}
\end{align*}
$$

in particular for $x=x_{2}$ in (1.2) and for $x=x_{1}$ in (1.3) we have, $f\left(x_{2}\right) \geq f\left(x_{1}\right)+$ $\left\langle y_{1}, x_{2}-x_{1}\right\rangle$ and $f\left(x_{1}\right) \geq f\left(x_{2}\right)+\left\langle y_{2}, x_{1}-x_{2}\right\rangle$. Adding these inequalities, we conclude that $\left\langle y_{1}-y_{2}, x_{1}-x_{2}\right\rangle \geq 0$.

Remark 1.10.4. If $F$ and $G$ are monotone, then $F+G$ is monotone.
Definition 1.10.5. Let $F: X \rightrightarrows Y$ be monotone. Then $F$ is maximally monotone (or maximal monotone) if there exists no monotone operator $G: X \rightrightarrows Y$ such that $g r(F) \subset g r(G)$.

Remark 1.10.6. Let $\lambda>0$ and $F: X \rightrightarrows Y$ be a maximally monotone operator then $\lambda F$ is maximal monotone.

Corollary 1.10.7. [3] Let $F: H \rightarrow H$ be monotone and continuous. Then $F$ is maximally monotone.

### 1.11 Absolutely continuous functions

Definition 1.11.1. A function $u:\left[T_{0}, T\right] \rightarrow H, t \mapsto u(t)$, is called absolutely continuous on $\left[T_{0}, T\right] \subset \mathbb{R}$ if for every $\varepsilon>0$, there exists $\delta>0$ such that: $\sum_{i=1}^{n}\left\|u\left(b_{i}\right)-u\left(a_{i}\right)\right\|<\varepsilon$, for any $n$ and any disjoint collection of intervals $\left[a_{i}, b_{i}\right] \in\left[T_{0}, T\right]$ satisfying $\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)<\delta$.

Theorem 1.11.2. A function $u:\left[T_{0}, T\right] \rightarrow H$ is absolutely continuous if and only if it is the integral of its derivative, i.e.

$$
\left.u(t)-u\left(T_{0}\right)=\int_{T_{0}}^{t} \dot{u}(s) d s, \quad \forall t \in\right] T_{0}, T[.
$$

## Remark 1.11.3.

- An absolutely continuous function is continuous but the inverse is false;
- A Lipschitz function is absolutely continuous;
- An absolutely continuous function is derivable a.e.

Lemma 1.11.4. Let $x:\left[T_{0}, T\right] \longrightarrow H$ be an absolutely continuous function, and let $A: H \longrightarrow H$ be a symmetric bounded linear operator, then

$$
\frac{d}{d t}\langle x(t), A x(t)\rangle=2\langle\dot{x}(t), A x(t)\rangle, \quad \text { a.e. } t \in\left[T_{0}, T\right]
$$

## Proof.

$$
\begin{aligned}
\frac{d}{d t}\langle x(t), A x(t)\rangle & =\lim _{h \rightarrow 0} \frac{1}{h}[\langle x(t+h), A x(t+h)\rangle-\langle x(t), A x(t)\rangle] \\
& =\lim _{h \rightarrow 0} \frac{1}{h}[\langle x(t+h), A(x(t+h)+x(t)-x(t))\rangle-\langle x(t), A x(t)\rangle] \\
& =\lim _{h \rightarrow 0} \frac{1}{h}[\langle x(t+h), A(x(t+h)-x(t))\rangle+\langle x(t+h), A x(t)\rangle-\langle x(t), A x(t)\rangle] \\
& =\lim _{h \rightarrow 0} \frac{1}{h}[\langle x(t+h), A(x(t+h)-x(t))\rangle+\langle x(t+h)-x(t), A x(t)\rangle] \\
& =\lim _{h \rightarrow 0} \frac{1}{h}\langle x(t+h), A(x(t+h)-x(t))\rangle+\lim _{h \rightarrow 0} \frac{1}{h}\langle x(t+h)-x(t), A x(t)\rangle \\
& =\langle x(t), A \dot{x}(t)\rangle+\langle\dot{x}(t), A x(t)\rangle \\
& =2\langle\dot{x}(t), A x(t)\rangle .
\end{aligned}
$$

### 1.12 Some convergence results

Lemma 1.12.1 (Mazur's lemma). Let $V$ be a Banach space and $\left(u_{n}\right)_{n \in \mathbb{N}} \subset V a$ sequence converging weakly to $u$ in $V$. Then

1. $u \in \overline{c o}\left\{u_{k}, k \geq n\right\}$, for any $n \in \mathbb{N}$.
2. There exists $\left(v_{n}\right)_{n} \subset V$ such that $v_{n} \in \operatorname{co}\left\{u_{k} ; k \geq n\right\}$ for any $n \in \mathbb{N}$ and $v_{n} \longrightarrow u$ strongly in $V$.

Theorem 1.12.2 (Lebesgue's dominated convergence theorem). Let $\left(f_{n}\right)$ be a sequence of functions in $L^{p}\left(\left[T_{0}, T\right], H\right)(1 \leq p<+\infty)$ that satisfy

1. $f_{n} \longrightarrow f$ a.e. on $\left[T_{0}, T\right]$.
2. There is a function $g(\cdot) \in L^{p}\left(\left[T_{0}, T\right], H\right)$ such that for all $n \in \mathbb{N}$,

$$
\left\|f_{n}(t)\right\| \leq g(t) \text { a.e. } t \in\left[T_{0}, T\right] .
$$

Then $f(\cdot) \in L^{p}\left(\left[T_{0}, T\right], H\right)$ and $\left\|f_{n}-f\right\|_{p} \longrightarrow 0$.
Theorem 1.12.3. Let $\left(f_{n}\right)$ be a sequence in $L^{p}\left(\left[T_{0}, T\right], H\right)$ and let $f \in L^{p}\left(\left[T_{0}, T\right], H\right)$ be such that $\left\|f_{n}-f\right\|_{p} \longrightarrow 0$. Then, there exists a subsequence $\left(f_{n_{k}}\right)_{k}$ converges to $f$ a.e. on $\left[T_{0}, T\right]$.i.e.,

$$
f_{n_{k}}(x) \longrightarrow f(x) \text { a.e. on }\left[T_{0}, T\right] .
$$

### 1.13 Gronwall's inequality

Lemma 1.13.1 (Gronwall's inequality). [4] Let $T>T_{0}$ be given reals and $a(\cdot)$, $b(\cdot) \in L^{1}\left(\left[T_{0}, T\right], \mathbb{R}\right)$ with $b(t) \geq 0$ for almost all $t \in\left[T_{0}, T\right]$. Let the absolutely continuous function $w:\left[T_{0}, T\right] \longrightarrow \mathbb{R}_{+}$satisfy:

$$
(1-\alpha) w^{\prime}(t) \leq a(t) w(t)+b(t) w^{\alpha}(t), \quad \text { a.e. } t \in\left[T_{0}, T\right],
$$

where $0 \leq \alpha<1$. Then for all $t \in\left[T_{0}, T\right]$, one has

$$
w^{1-\alpha}(t) \leq w^{1-\alpha}\left(T_{0}\right) \exp \left(\int_{T_{0}}^{t} a(\tau) d \tau\right)+\int_{T_{0}}^{t} \exp \left(\int_{s}^{t} a(\tau) d \tau\right) b(s) d s
$$

Lemma 1.13.2. Let $\rho:\left[T_{0}, T\right] \longrightarrow \mathbb{R}$ be a non-negative absolutely continuous function and let $a, b:\left[T_{0}, T\right] \longrightarrow \mathbb{R}_{+}$be non-negative Lebesgue integrable functions. Assume that

$$
\begin{equation*}
\dot{\rho}(t) \leq a(t)+b(t) \int_{T_{0}}^{t} \rho(s) d s, \quad \text { a.e. } t \in\left[T_{0}, T\right] . \tag{1.4}
\end{equation*}
$$

Then for all $t \in\left[T_{0}, T\right]$, one has

$$
\rho(t) \leq \rho\left(T_{0}\right) \exp \left(\int_{T_{0}}^{t} B(\tau) d \tau\right)+\int_{T_{0}}^{t} a(s) \exp \left(\int_{s}^{t} B(\tau) d \tau\right) d s, \quad \text { a.e. } t \in\left[T_{0}, T\right]
$$

where

$$
B(t):=\max \{1, b(t)\}, \quad \text { a.e. } t \in\left[T_{0}, T\right] .
$$

Proof. Setting $z(t)=\int_{T_{0}}^{t} \rho(s) d s \Longrightarrow \dot{z}(t)=\rho(t), \ddot{z}(t)=\dot{\rho}(t)$. Then from (1.4) we see that

$$
\ddot{z}(t) \leq a(t)+b(t) z(t), \quad \text { a.e. } t \in\left[T_{0}, T\right] .
$$

Setting $w(t)=\dot{z}(t)+z(t)$, for all $t \in\left[T_{0}, T\right]$. Hence, for a.e. $t \in\left[T_{0}, T\right]$

$$
\begin{aligned}
& \dot{w}(t)=\ddot{z}(t)+\dot{z}(t) \leq a(t)+b(t) z(t)+\dot{z}(t), \\
& \Rightarrow \dot{w}(t) \leq a(t)+\max \{b(t), 1\}(\dot{z}(t)+z(t)), \\
& \Leftrightarrow \dot{w}(t) \leq a(t)+B(t) w(t), \quad \text { a.e. } t \in\left[T_{0}, T\right] .
\end{aligned}
$$

Applying the Gronwall inequalety 1.13 .1 with $w$, we obtain for all $t \in\left[T_{0}, T\right]$

$$
w(t) \leq w\left(T_{0}\right) \exp \left(\int_{T_{0}}^{t} B(\tau) d \tau\right)+\int_{T_{0}}^{t} a(s) \exp \left(\int_{s}^{t} B(\tau) d \tau\right) d s
$$

which gives

$$
\rho(t) \leq \dot{z}(t)+z(t)=w(t) \leq \rho\left(T_{0}\right) \exp \left(\int_{T_{0}}^{t} B(\tau) d \tau\right)+\int_{T_{0}}^{t} a(s) \exp \left(\int_{s}^{t} B(\tau) d \tau\right) d s
$$

Lemma 1.13.3. Let $\rho:\left[T_{0}, T\right] \longrightarrow \mathbb{R}$ be a non-negative absolutely continuous function and let $K, \varepsilon:\left[T_{0}, T\right] \longrightarrow \mathbb{R}_{+}$be non-negative Lebesgue integrable functions. Suppose for some $\epsilon>0$

$$
\begin{equation*}
\dot{\rho}(t) \leq \varepsilon(t)+\epsilon+K(t) \sqrt{\rho(t)} \int_{T_{0}}^{t} \sqrt{\rho(s)} d s, \quad \text { a.e. } t \in\left[T_{0}, T\right] . \tag{1.5}
\end{equation*}
$$

Then for all $t \in\left[T_{0}, T\right]$, one has

$$
\begin{align*}
\sqrt{\rho(t)} & \leq \sqrt{\rho\left(T_{0}\right)+\epsilon} \exp \left(\int_{T_{0}}^{t} H(s) d s\right)+\frac{\sqrt{\epsilon}}{2} \int_{T_{0}}^{t} \exp \left(\int_{s}^{t} H(\tau) d \tau\right) d s \\
& +2\left(\sqrt{\left.\int_{T_{0}}^{t} \varepsilon(s) d s+\epsilon-\sqrt{\epsilon} \exp \left(\int_{T_{0}}^{t} H(\tau) d \tau\right)\right)}\right.  \tag{1.6}\\
& +2 \int_{T_{0}}^{t} H(s) \exp \left(\int_{s}^{t} H(\tau) d \tau\right) \sqrt{\int_{T_{0}}^{s} \varepsilon(\tau) d \tau+\epsilon d s}
\end{align*}
$$

where $H(t):=\max \left\{1, \frac{K(t)}{2}\right\}$, a.e. $t \in\left[T_{0}, T\right]$.
Proof.
Let $\lambda(t)=\sqrt{\int_{T_{0}}^{t} \varepsilon(s) d s+\epsilon}$ and $z_{\varepsilon}(t)=\sqrt{\rho(t)+\lambda^{2}(t)}$ for all $t \in\left[T_{0}, T\right]$.
From (1.5) we have for a.e. $t \in\left[T_{0}, T\right]$

$$
\begin{equation*}
\dot{\rho}(t) \leq \varepsilon(t)+\epsilon+K(t) \sqrt{\rho(t)+\lambda^{2}(t)} \int_{T_{0}}^{t} \sqrt{\rho(s)+\lambda^{2}(s)} d s \tag{1.7}
\end{equation*}
$$

and

$$
\dot{z}_{\varepsilon}(t)=\frac{\dot{\rho}(t)+2 \dot{\lambda}(t) \lambda(t)}{2 \sqrt{\rho(t)+\lambda^{2}(t)}}=\frac{\dot{\rho}(t)+\varepsilon(t)}{2 z_{\varepsilon}(t)}
$$

or equivalently

$$
\dot{\rho}(t)=2 z_{\varepsilon}(t) \dot{z}_{\varepsilon}(t)-\varepsilon(t) .
$$

Hence from (1.7)

$$
2 z_{\varepsilon}(t) \dot{z}_{\varepsilon}(t) \leq 2 \varepsilon(t)+\epsilon+K(t) z_{\varepsilon}(t) \int_{T_{0}}^{t} z_{\varepsilon}(s) d s
$$

Therefore

$$
\begin{equation*}
\dot{z}_{\varepsilon}(t) \leq \frac{\varepsilon(t)}{z_{\varepsilon}(t)}+\frac{\epsilon}{2 z_{\varepsilon}(t)}+\frac{K(t)}{2} \int_{T_{0}}^{t} z_{\varepsilon}(s) d s \tag{1.8}
\end{equation*}
$$

On the other hand, we note that

$$
\lambda(t)=\sqrt{\int_{T_{0}}^{t} \varepsilon(s) d s+\epsilon} \leq \sqrt{\rho(t)+\int_{T_{0}}^{t} \varepsilon(s) d s+\epsilon}=\sqrt{\rho(t)+\lambda^{2}(t)}=z_{\varepsilon}(t)
$$

then,

$$
\begin{equation*}
\frac{1}{z_{\varepsilon}(t)} \leq \frac{1}{\lambda(t)} \quad \Longleftrightarrow \quad \frac{\varepsilon(t)}{z_{\varepsilon}(t)} \leq \frac{\varepsilon(t)}{\lambda(t)} \tag{1.9}
\end{equation*}
$$

Also we have $\dot{\lambda}(t)=\frac{\varepsilon(t)}{2 \lambda(t)}$. Then $\frac{\varepsilon(t)}{z_{\varepsilon}(t)} \leq 2 \dot{\lambda}(t)$, and
$\sqrt{\epsilon} \leq \sqrt{\epsilon+\int_{T_{0}}^{t} \varepsilon(s) d s}=\lambda(t) \leq z_{\varepsilon}(t)$, hence

$$
\begin{equation*}
\frac{\epsilon}{2 z_{\varepsilon}(t)} \leq \frac{\sqrt{\epsilon}}{2} \tag{1.10}
\end{equation*}
$$

The relations (1.8), 1.9), 1.10) give the inequality

$$
\begin{equation*}
\dot{z}_{\varepsilon}(t) \leq 2 \dot{\lambda}(t)+\frac{\sqrt{\epsilon}}{2}+\frac{K(t)}{2} \int_{T_{0}}^{t} z_{\varepsilon}(s) d s \tag{1.11}
\end{equation*}
$$

Letting $H(t):=\max \left\{1, \frac{K(t)}{2}\right\}$ and applying the Gronwall lemma 1.13.2 with $z_{\varepsilon}$, one obtains for all $t \in\left[T_{0}, T\right]$

$$
\begin{aligned}
z_{\varepsilon}(t) & \leq z_{\varepsilon}\left(T_{0}\right) \exp \left(\int_{T_{0}}^{t} H(s) d s\right)+\int_{T_{0}}^{t}\left(2 \dot{\lambda}(s)+\frac{\sqrt{\epsilon}}{2}\right) \exp \left(\int_{s}^{t} H(\tau) d \tau\right) d s \\
& =\sqrt{\rho\left(T_{0}\right)+\epsilon} \exp \left(\int_{T_{0}}^{t} H(s) d s\right)+\int_{T_{0}}^{t}\left(2 \dot{\lambda}(s)+\frac{\sqrt{\epsilon}}{2}\right) \exp \left(\int_{s}^{t} H(\tau) d \tau\right) d s
\end{aligned}
$$

or equivalently

$$
\begin{aligned}
z_{\varepsilon}(t) & \leq \sqrt{\rho\left(T_{0}\right)+\epsilon} \exp \left(\int_{T_{0}}^{t} H(s) d s\right)+2 \int_{T_{0}}^{t} \dot{\lambda}(s) \exp \left(\int_{s}^{t} H(\tau) d \tau\right) d s \\
& +\frac{\sqrt{\epsilon}}{2} \int_{T_{0}}^{t} \exp \left(\int_{s}^{t} H(\tau) d \tau\right) d s
\end{aligned}
$$

On the other hand, from integration by parts, we note that

$$
\begin{aligned}
& \int_{T_{0}}^{t} \dot{\lambda}(s) \exp \left(\int_{s}^{t} H(\tau) d \tau\right) d s \\
& =\left[\exp \left(\int_{s}^{t} H(\tau) d \tau\right) \lambda(s)\right]_{s=T_{0}}^{s=t}+\int_{T_{0}}^{t} H(s) \exp \left(\int_{s}^{t} H(\tau) d \tau\right) \lambda(s) d s \\
& =\lambda(t)-\exp \left(\int_{T_{0}}^{t} H(\tau) d \tau\right) \sqrt{\epsilon}+\int_{T_{0}}^{t} H(s) \exp \left(\int_{s}^{t} H(\tau) d \tau\right) \lambda(s) d s
\end{aligned}
$$

which combined with what precedes gives

$$
\begin{aligned}
z_{\varepsilon}(t) & \leq \sqrt{\rho\left(T_{0}\right)+\epsilon} \exp \left(\int_{T_{0}}^{t} H(s) d s\right)+\frac{\sqrt{\epsilon}}{2} \int_{T_{0}}^{t} \exp \left(\int_{s}^{t} H(\tau) d \tau\right) d s \\
& +2 \lambda(t)-2 \exp \left(\int_{T_{0}}^{t} H(\tau) d \tau\right) \sqrt{\epsilon}+2 \int_{T_{0}}^{t} H(s) \exp \left(\int_{s}^{t} H(\tau) d \tau\right) \lambda(s) d s
\end{aligned}
$$

Consequently, observing that $\sqrt{\rho(t)} \leq \sqrt{\rho(t)+\lambda^{2}(t)}=z_{\varepsilon}(t)$ we obtain

$$
\begin{aligned}
\sqrt{\rho(t)} & \leq \sqrt{\rho\left(T_{0}\right)+\epsilon} \exp \left(\int_{T_{0}}^{t} H(s) d s\right)+\frac{\sqrt{\epsilon}}{2} \int_{T_{0}}^{t} \exp \left(\int_{s}^{t} H(\tau) d \tau\right) d s+2 \lambda(t) \\
& -2 \exp \left(\int_{T_{0}}^{t} H(\tau) d \tau\right) \sqrt{\epsilon}+2 \int_{T_{0}}^{t} H(s) \exp \left(\int_{s}^{t} H(\tau) d \tau\right) \lambda(s) d s
\end{aligned}
$$

Since $\lambda(t)=\sqrt{\int_{T_{0}}^{t} \varepsilon(s) d s+\epsilon}$, we obtain (1.6),
which completes the proof of the lemma.

In 14 the authors proved the following existence and uniquness result for the degenerate sweeping process where the moving set moved in an absolutely continuous way.

Theorem 1. 14 Let $H$ be a real Hilbert space with $\langle\cdot, \cdot\rangle$ as its scalar product. Let $T>0$ be a positive real number and $C:\left[T_{0}, T\right] \rightrightarrows H$ a multi-valued mapping. Suppose that the following hypotheses are satisfied:
$\left(\mathcal{H}_{1}\right)$ For each $t \in\left[T_{0}, T\right]$, the set $C(t)$ is a nonempty closed and convex subset of $H$.
$\left(\mathcal{H}_{2}\right)$ There exists a non-negative absolutely continuous function $v():.[0, T] \longrightarrow$ $\mathbb{R}_{+}$with $v(0)=0$ such that

$$
\forall x \in H, \forall s, t \in[0, T]: \quad\left|d_{C(t)}(x)-d_{C(s)}(x)\right| \leq|v(t)-v(s)| .
$$

$\left(\mathcal{H}_{3}\right) A: H \longrightarrow H$ is a bounded linear operator which is symmetric and $\beta$-coercive, that is there exists $\beta>0$ such that

$$
\langle A x, x\rangle=\langle x, A x\rangle \geq \beta\|x\|^{2} \quad, \forall x \in H
$$

Then for all $A u_{0} \in C(0)$ there exists one and unique absolutely continuous solution for the following differential inclusion:

$$
\left\{\begin{array}{l}
-\dot{u}(t) \in N_{C(t)}(A u(t)) \quad \text { a.e. } t \in[0, T] \\
u(0)=u_{0}, \quad A u_{0} \in C(0)
\end{array}\right.
$$

Moreover, the solution verifies the following inequality:

$$
\|\dot{u}(t)\| \leq \frac{1}{\beta}|\dot{v}(t)| \quad \text { a.e. } t \in[0, T] .
$$



## The well-posedness of the

## degenerate perturbed

## integro-differential sweeping

## process

### 2.1 Standing hypotheses

Let $H$ be a real Hilbert space with $\langle\cdot, \cdot\rangle$ as its scalar product. Let $T>0$ be a positive real number and $C:\left[T_{0}, T\right] \rightrightarrows H$ a multi-valued mapping with nonempty closed and convex values. Let $f:\left[T_{0}, T\right] \times\left[T_{0}, T\right] \times H \longrightarrow H$ be a single-valued mapping. Given the following hypotheses:
$\left(\mathcal{H}_{1}\right)$ For each $t \in\left[T_{0}, T\right]$, the set $C(t)$ is a nonempty closed and convex subset of $H$ and moves in an absolutely continuous way, that is there exists an absolutely continuous function $v:\left[T_{0}, T\right] \longrightarrow \mathbb{R}$ such that

$$
C(t) \subset C(s)+|v(t)-v(s)| \mathbb{B}, \quad \forall t, s \in\left[T_{0}, T\right]
$$

equivalent to

$$
\left|d_{C(t)}(y)-d_{C(s)}(y)\right| \leq|v(t)-v(s)|, \quad \forall y \in H, \quad \forall t, s \in\left[T_{0}, T\right] .
$$

$\left(\mathcal{H}_{2}\right) A: H \longrightarrow H$ is a bounded linear operator which is symmetric and $\gamma$-coercive, that is there exists $\gamma>0$ such that:

$$
\langle A x, x\rangle=\langle x, A x\rangle \geq \gamma\|x\|^{2} \quad, \forall x \in H
$$

$\left(\mathcal{H}_{3}\right) f: Q \times H \longrightarrow H$ is a measurable mapping such that
$\left(\mathcal{H}_{3,1}\right) f$ satisfies the linear growth condition that is there exists a non-negative function $\beta(\cdot, \cdot) \in L^{1}\left(Q, \mathbb{R}_{+}\right)$such that
$\|f(t, s, x)\| \leq \beta(t, s)(1+\|x\|)$, for all $(t, s) \in Q$ and for any $x \in \bigcup_{t \in\left[T_{0}, T\right]} C(t)$,
$\left(\mathcal{H}_{3,2}\right) f$ is locally Lipschitz integrable that is for each real $\eta>0$ there exists a non-negative function $k_{\eta}(\cdot) \in L^{1}\left(\left[T_{0}, T\right], \mathbb{R}_{+}\right)$such that for all $(t, s) \in Q$ and for any $x, y \in B[0, \eta]$ :

$$
\|f(t, s, x)-f(t, s, y)\| \leq k_{\eta}(t)\|x-y\|,
$$

where

$$
Q:=\left\{(t, s) \in\left[T_{0}, T\right] \times\left[T_{0}, T\right]: s \leq t\right\} .
$$

This chapter is devoted to study the following new nonsmooth dynamical system involving two operators, the first one is the normal cone to a convex moving set $C(t)$ where as the second one is the linear bounded operator $A$. Also, this dynamic is perturbed by an integral forcing term:

$$
(D P)\left\{\begin{array}{l}
-\dot{x}(t) \in N_{C(t)}(A x(t))+\int_{T_{0}}^{t} f(t, s, x(s)) d s \quad \text { a.e. } t \in\left[T_{0}, T\right] \\
x\left(T_{0}\right)=x_{0}, \quad A x_{0} \in C\left(T_{0}\right) .
\end{array}\right.
$$

### 2.2 Well posedness result

Before stating our main result we recall and we detail the following auxiliary existence and uniqueness result proved in [14].

Proposition 2.2.1. Let $H$ be a real Hilbert space, suppose that $C(\cdot)$ satisfies $\left(\mathcal{H}_{1}\right)$ and that the operator $A$ satisfies $\left(\mathcal{H}_{2}\right)$. Let $h:\left[T_{0}, T\right] \longrightarrow H$ be a single-valued mapping in $L^{1}\left(\left[T_{0}, T\right], H\right)$. Then for all $A x_{0} \in C\left(T_{0}\right)$ there exists one and unique absolutely continuous solution $x(\cdot)$ for the following differential inclusion:

$$
(I)\left\{\begin{array}{l}
-\dot{x}(t) \in N_{C(t)}(A x(t))+h(t) \quad \text { a.e. } t \in\left[T_{0}, T\right] \\
x\left(T_{0}\right)=x_{0}, \quad A x_{0} \in C\left(T_{0}\right) .
\end{array}\right.
$$

Moreover $x(\cdot)$ satisfies the following inequality:

$$
\begin{equation*}
\|\dot{x}(t)+h(t)\| \leq \frac{\|A\|\|h(t)\|+|\dot{v}(t)|}{\gamma} \text { a.e. } t \in\left[T_{0}, T\right] . \tag{2.1}
\end{equation*}
$$

Proof. Let us define

$$
D(t):=C(t)+A \Psi(t) \quad \text { and } \quad y(t)=x(t)+\Psi(t)
$$

where $\Psi(t)=\int_{T_{0}}^{t} h(s) d s$. We have

$$
N_{C(t)}(A x(t))=N_{D(t)}(A x(t)+A \Psi(t))=N_{D(t)}(A(x(t)+\Psi(t)))=N_{D(t)}(A y(t)) .
$$

Moreover the set-valued map $D(\cdot)$ satisfies also $\left(\mathcal{H}_{1}\right)$ with the absolutely continuous function $V(\cdot)$, where for all $t \in\left[T_{0}, T\right]$

$$
V(t)=\int_{T_{0}}^{t}(\|A\|\|h(r)\|+|\dot{v}(r)|) d r
$$

Therefore $(I)$ is equivalent to the following degenerate differential inclusion:

$$
\left\{\begin{array}{l}
-\dot{y}(t) \in N_{D(t)}(A y(t)) \quad \text { a.e. } t \in\left[T_{0}, T\right] \\
y\left(T_{0}\right)=x_{0}, \quad A x_{0} \in D\left(T_{0}\right) .
\end{array}\right.
$$

Therefore by Theorem 1, ( $I$ ) has one and unique absolutely continuous solution $y(t)$ satisfying:

$$
\|\dot{y}(t)\| \leq \frac{1}{\gamma}|\dot{V}(t)|, \quad \text { a.e. in }\left[T_{0}, T\right]
$$

i.e:

$$
\begin{aligned}
\|\dot{x}(t)+h(t)\| & \leq \frac{1}{\gamma}|\|A\|\|h(r)\|+| \dot{v}(r) \| \\
& =\frac{\|A\|\|h(r)\|+|\dot{v}(r)|}{\gamma}
\end{aligned}
$$

Let us now state and prove our main result, which is an existence and uniqueness result for the perturbed degenerate integro-differential sweeping process.

Theorem 2.2.2. Let $H$ be a real Hilbert space, assume that $\left(\mathcal{H}_{1}\right)$, $\left(\mathcal{H}_{2}\right)$, and $\left(\mathcal{H}_{3}\right)$ are satisfied. Then for all $A x_{0} \in C\left(T_{0}\right)$ there exists an unique absolutely continuous solution $x:\left[T_{0}, T\right] \longrightarrow H$ for the following differential inclusion:

$$
(D P)\left\{\begin{array}{l}
-\dot{x}(t) \in N_{C(t)}(A x(t))+\int_{T_{0}}^{t} f(t, s, x(s)) d s \quad \text { a.e. } t \in\left[T_{0}, T\right], \\
x\left(T_{0}\right)=x_{0}, \quad A x_{0} \in C\left(T_{0}\right) .
\end{array}\right.
$$

Moreover this solution satisfies:

1. For a.e. $(t, s) \in Q$

$$
\left\|\dot{x}(t)+\int_{T_{0}}^{t} f(t, s, x(s)) d s\right\| \leq \frac{\|A\|}{\gamma} \int_{T_{0}}^{t}\|f(t, s, x(s))\| d s+\frac{1}{\gamma}|\dot{v}(t)| .
$$

2. Assume the following strengthened form of assumption $\left(\mathcal{H}_{3,1}\right)$ on the function $f$ holds:
$\left(\mathcal{H}_{3,1}^{\prime}\right)$ : There exist non-negative functions $\lambda(\cdot) \in L^{1}\left(\left[T_{0}, T\right], \mathbb{R}_{+}\right)$and $g(\cdot) \in L^{1}\left(Q, \mathbb{R}_{+}\right)$such that

$$
\|f(t, s, x)\| \leq g(t, s)+\lambda(t)\|x\|, \text { for any }(t, s) \in Q \text { and any } x \in \bigcup_{t \in\left[T_{0}, T\right]} C(t) .
$$

Then we have

$$
\|f(t, s, x(s))\| \leq g(t, s)+\lambda(t) l, \text { a.e. }(t, s) \in Q
$$

and for almost all $t \in\left[T_{0}, T\right]$

$$
\left\|\dot{x}(t)+\int_{T_{0}}^{t} f(t, s, x(s)) d s\right\| \leq \frac{1}{\gamma}|\dot{v}(t)|+\frac{\|A\|}{\gamma} \int_{T_{0}}^{t} g(t, s) d s+\left(T-T_{0}\right) \lambda(t) l,
$$

where
$l:=\left\|x_{0}\right\| \exp \left(\int_{T_{0}}^{T} B(\tau) d \tau\right)+\int_{T_{0}}^{T}\left[\frac{1}{\gamma}|\dot{v}(s)|+\left(1+\frac{\|A\|}{\gamma}\right) \int_{T_{0}}^{T} g(s, \tau) d \tau\right] \exp \left(\int_{T_{0}}^{T} B(\tau) d \tau\right) d s$.
and

$$
B(t):=\max \{1, \lambda(t)\} \text { for all } t \in\left[T_{0}, T\right] \text {. }
$$

## Proof.

Step 1. Discretization of the interval $I:=\left[T_{0}, T\right]$.
For each $n \in \mathbb{N}^{*}$, divide the interval $I$ into $n$ intervals of length $h=\frac{T-T_{0}}{n}$ and define, for all $i \in\{0, \cdots, n-1\}$

$$
\left\{\begin{array}{l}
t_{i+1}^{n}:=t_{i}^{n}+h=T_{0}+i h \\
I_{i}^{n}:=\left[t_{i}^{n}, t_{i+1}^{n}\right]
\end{array}\right.
$$

so that

$$
T_{0}=t_{0}^{n}<t_{1}^{n}<\cdots<t_{i}^{n}<t_{i+1}^{n}<\cdots<t_{n}^{n}=T .
$$

Step 2. Construction of the sequence of the approximate solution $\left(x_{n}(\cdot)\right)_{n}$. We construct a sequence of functions $\left(x_{n}(\cdot)\right)_{n \in \mathbb{N}}$ in $\mathcal{C}(I, H)$ that converges uniformly
to a solution $x(\cdot)$ of $(D P)$.
Our method consists in establish a sequence of discrete solutions $\left(x_{k}^{n}(\cdot)\right)_{n \in \mathbb{N}}$ in each interval $I_{k}^{n}:=\left[t_{k}^{n}, t_{k+1}^{n}\right](0 \leq k \leq n-1)$ by using Proposition 2.2.1. Indeed, we proceed as follows:

Given the following problem

$$
\left(P_{0}\right)\left\{\begin{array}{l}
-\dot{x}(t) \in N_{C(t)}(A x(t))+\int_{T_{0}}^{t} f\left(t, s, x_{0}\right) d s \quad \text { a.e. } t \in\left[T_{0}, t_{1}^{n}\right], \\
x\left(T_{0}\right)=x_{0}, \quad A x_{0} \in C\left(T_{0}\right) .
\end{array}\right.
$$

Then $\left(P_{0}\right)$ is a perturbed degenerate sweeping process with the perturbation depending only on time.
Let $h_{0}:\left[T_{0}, t_{1}^{n}\right] \rightarrow H$ defined by $h_{0}(t):=\int_{T_{0}}^{t} f\left(t, s, x_{0}\right) d s$ for all $t \in\left[T_{0}, t_{1}^{n}\right]$.
By definition we have $h_{0}(\cdot)$ is a measurable function.
Moreover we have

$$
\begin{aligned}
\left\|h_{0}(t)\right\| & =\left\|\int_{T_{0}}^{t} f\left(t, s, x_{0}\right) d s\right\| \\
& \leq \int_{T_{0}}^{t}\left\|f\left(t, s, x_{0}\right)\right\| d s
\end{aligned}
$$

we use the condition $\left(\mathcal{H}_{3,1}\right)$ we get

$$
\begin{aligned}
\left\|h_{0}(t)\right\| & \leq \int_{T_{0}}^{t}\left(1+\left\|x_{0}\right\|\right) \beta(t, s) d s \\
& =\left(1+\left\|x_{0}\right\|\right) \int_{T_{0}}^{t} \beta(t, s) d s .
\end{aligned}
$$

We apply the integral for $t \in\left[T_{0}, t_{1}^{n}\right]$, we obtain

$$
\begin{aligned}
\int_{T_{0}}^{t_{1}^{n}}\left\|h_{0}(t)\right\| d t & \leq \int_{T_{0}}^{T}\left\|h_{0}(t)\right\| d t \\
& \leq\left(1+\left\|x_{0}\right\|\right) \int_{T_{0}}^{T} \int_{T_{0}}^{t} \beta(t, s) d s d t
\end{aligned}
$$

and since $\beta(\cdot, \cdot) \in L^{1}\left(Q, \mathbb{R}_{+}\right)$, then $h_{0}(\cdot)$ is an integrable function. So $h_{0}(\cdot) \in$ $L^{1}\left(\left[T_{0}, t_{1}^{n}\right], H\right)$. Therefore, by Proposition 2.2 .1 the differential inclusion ( $P_{0}$ ) has
an unique absolutely continuous solution denoted by

$$
x_{0}^{n}(\cdot):\left[T_{0}, t_{1}^{n}\right] \longrightarrow H,
$$

satisfying the following inequality

$$
\left\|\dot{x}_{0}^{n}(t)+\int_{T_{0}}^{t} f\left(t, s, x_{0}\right) d s\right\| \leq \frac{\|A\|\left\|\int_{T_{0}}^{t} f_{2}\left(t, s, x_{0}\right) d s\right\|+|\dot{v}(t)|}{\gamma} \quad \text { a.e. } t \in\left[T_{0}, t_{1}^{n}\right] .
$$

Next, let us consider the following problem

$$
\left(P_{1}\right)\left\{\begin{array}{l}
-\dot{x}(t) \in N_{C(t)}(A x(t)) \int_{T_{0}}^{t_{1}^{n}} f\left(t, s, x_{0}\right) d s+\int_{t_{1}^{n}}^{t} f\left(t, s, x_{0}^{n}\left(t_{1}^{n}\right)\right) d s \text { a.e. } t \in\left[t_{1}^{n}, t_{2}^{n}\right], \\
x\left(t_{1}^{n}\right)=x_{0}^{n}\left(t_{1}^{n}\right), \quad A\left(x_{0}^{n}\left(t_{1}^{n}\right)\right) \in C\left(t_{1}^{n}\right) .
\end{array}\right.
$$

$\left(P_{1}\right)$ is a perturbed degenerate sweeping process with the perturbation depending only on time.

Let $h_{1}:\left[t_{1}^{n}, t_{2}^{n}\right] \rightarrow H$ defined by

$$
h_{1}(t):=\int_{T_{0}}^{t_{1}^{n}} f\left(t, s, x_{0}\right) d s+\int_{t_{1}^{n}}^{t}\left(t, s, x_{0}^{n}\left(t_{1}^{n}\right)\right) d s \quad \text { for all } t \in\left[t_{1}^{n}, t_{2}^{n}\right] .
$$

We have $h_{1}(\cdot)$ is a measurable function by definition.
Moreover we have

$$
\begin{aligned}
\left\|h_{1}(t)\right\| & =\left\|\int_{T_{0}}^{t_{1}^{n}} f\left(t, s, x_{0}\right) d s+\int_{t_{1}^{n}}^{t} f\left(t, s, x_{0}^{n}\left(t_{1}^{n}\right)\right) d s\right\| \\
& \leq \int_{T_{0}}^{t_{1}^{n}}\left\|f\left(t, s, x_{0}\right)\right\| d s+\int_{t_{1}^{n}}^{t}\left\|f\left(t, s, x_{0}^{n}\left(t_{1}^{n}\right)\right)\right\| d s
\end{aligned}
$$

we use the conditon ( $\mathcal{H}_{3,1}$ ), we get

$$
\left\|h_{1}(t)\right\| \leq\left(1+\left\|x_{0}\right\|\right) \int_{T_{0}}^{t_{1}^{n}} \beta(t, s) d s+\left(1+\left\|x_{0}^{n}\left(t_{1}^{n}\right)\right\|\right) \int_{t_{1}^{n}}^{t} \beta(t, s) d s
$$

Integring on $\left[t_{1}^{n}, t_{2}^{n}\right]$, we get

$$
\begin{aligned}
\int_{t_{1}^{n}}^{t_{2}^{n}}\left\|h_{1}(t)\right\| d t & \leq \int_{T_{0}}^{T}\left\|h_{1}(t)\right\| d t \leq\left(1+\left\|x_{0}\right\|\right) \int_{T_{0}}^{T} \int_{T_{0}}^{t_{1}^{n}} \beta(t, s) d s d t+\left(1+\left\|x_{0}^{n}\left(t_{1}^{n}\right)\right\|\right) \int_{T_{0}}^{T} \int_{t_{1}^{n}}^{t} \beta(t, s) d s d t \\
& \leq \int_{T_{0}}^{T}\left(\int_{T_{0}}^{t_{1}^{n}} \beta(t, s) d s+\int_{t_{1}^{n}}^{t} \beta(t, s) d s\right) d t \\
& +\max \left\{\left\|x_{0}\right\|,\left\|x_{0}^{n}\left(t_{1}^{n}\right)\right\|\right\} \int_{T_{0}}^{T}\left(\int_{T_{0}}^{t_{1}^{n}} \beta(t, s) d s+\int_{t_{1}^{n}}^{t} \beta(t, s) d s\right) d t \\
& \leq \int_{T_{0}}^{T} \int_{T_{0}}^{t} \beta(t, s) d s d t+\max \left\{\left\|x_{0}\right\|,\left\|x_{0}^{n}\left(t_{1}^{n}\right)\right\|\right\}\left(\int_{T_{0}}^{T} \int_{T_{0}}^{t} \beta(t, s) d s d t\right) \\
& \leq\left(1+\max \left\{\left\|x_{0}\right\|,\left\|x_{0}^{n}\left(t_{1}^{n}\right)\right\|\right\}\right)\left(\int_{T_{0}}^{T} \int_{T_{0}}^{t} \beta(t, s) d s d t\right)
\end{aligned}
$$

We know from the above problem $\left(P_{0}\right)$ that the mapping $x_{0}^{n}(\cdot)$ is absolutely continuous, then in particular bounded on $\left[T_{0}, T\right]$. Further, since $\beta(\cdot, \cdot) \in L^{1}\left(Q, \mathbb{R}_{+}\right)$, then $h_{1}(\cdot)$ is an integrable mapping, so $h_{1}(\cdot) \in L^{1}\left(\left[t_{1}^{n}, t_{2}^{n}\right], H\right)$. The same arguments as above show that $\left(P_{1}\right)$ has an unique absolutely continuous solution denoted by

$$
x_{1}^{n}(\cdot):\left[t_{1}^{n}, t_{2}^{n}\right] \longrightarrow H,
$$

and this solution satisfies the following inequality

$$
\begin{aligned}
& \left\|\dot{x}_{1}^{n}(t)+\int_{T_{0}}^{t_{1}^{n}} f\left(t, s, x_{0}\right) d s+\int_{t_{1}^{n}}^{t}\left(t, s, x_{0}^{n}\left(t_{1}^{n}\right)\right) d s\right\| \\
& \quad \leq \frac{\|A\|\left\|\int_{T_{0}}^{t_{1}^{n}} f\left(t, s, x_{0}\right) d s+\int_{t_{1}^{n}}^{t} f\left(t, s, x_{0}^{n}\left(t_{1}^{n}\right)\right) d s\right\|+|\dot{v}(t)|}{\gamma} \text { a.e. } t \in\left[t_{1}^{n}, t_{2}^{n}\right] .
\end{aligned}
$$

Successively, for each $n$, we have a family of absolutely continuous mappings $\left(x_{k}^{n}(\cdot)\right)_{0 \leq k \leq n-1}$ definded by

$$
x_{k}^{n}(\cdot):\left[t_{k}^{n}, t_{k+1}^{n}\right] \longrightarrow H,
$$

such that for each $k \in\{0, \cdots, n-1\}$ we have,
$\left(P_{k}\right)\left\{\begin{array}{l}-\dot{x}_{k}^{n}(t) \in N_{C(t)}\left(A x_{k}^{n}(t)+\sum_{j=0}^{k-1} \int_{t_{j}^{n}}^{t_{j+1}^{n}} f\left(t, s, x_{j-1}^{n}\left(t_{j}^{n}\right)\right) d s+\int_{t_{k}^{n}}^{t} f\left(t, s, x_{k-1}^{n}\left(t_{k}^{n}\right)\right) d s \text { a.e. } t \in\left[t_{k}^{n}, t_{k+1}^{n}\right],\right. \\ x_{k}^{n}\left(t_{k}^{n}\right)=x_{k-1}^{n}\left(t_{k}^{n}\right), \quad A\left(x_{k-1}^{n}\left(t_{k}^{n}\right)\right) \in C\left(t_{k}^{n}\right),\end{array}\right.$
where for $k=0$ we put $x_{-1}^{n}\left(T_{0}\right):=x_{0}$. Moreover for almost every where $t \in\left[t_{k}^{n}, t_{k+1}^{n}\right]$, we have

$$
\begin{align*}
& \left\|\dot{x}_{k}^{n}(t)+\sum_{j=0}^{k-1} \int_{t_{j}^{n}}^{t_{j+1}^{n}} f\left(t, s, x_{j-1}^{n}\left(t_{j}^{n}\right)\right) d s+\int_{t_{k}^{n}}^{t} f\left(t, s, x_{k-1}^{n}\left(t_{k}^{n}\right)\right) d s\right\| \\
& \leq \frac{1}{\gamma}\left(\|A\|\left\|\sum_{j=0}^{k-1} \int_{t_{j}^{n}}^{t_{j+1}^{n}} f\left(t, s, x_{j-1}^{n}\left(t_{j}^{n}\right)\right) d s+\int_{t_{k}^{n}}^{t} f\left(t, s, x_{k-1}^{n}\left(t_{k}^{n}\right)\right) d s\right\|+|\dot{v}(t)|\right) . \tag{2.3}
\end{align*}
$$

Defining for each $k \in\{0,1, \cdots, n-1\}$ the mapping $h_{k}:\left[t_{k}^{n}, t_{k+1}^{n}\right] \rightarrow H$ by

$$
h_{k}(t):=\sum_{j=0}^{k-1} \int_{t_{j}^{n}}^{t_{j+1}^{n}} f\left(t, s, x_{j-1}^{n}\left(t_{j}^{n}\right)\right) d s+\int_{t_{k}^{n}}^{t} f\left(t, s, x_{k-1}^{n}\left(t_{k}^{n}\right)\right) d s
$$

for all $t \in\left[t_{k}^{n}, t_{k+1}^{n}\right]$. Using the integral linearity and the condition $\left(\mathcal{H}_{3,1}\right)$, we obtain

$$
\begin{aligned}
\int_{t_{k}^{n}}^{t_{k+1}^{n}}\left\|h_{k}(t)\right\| d t & \leq \int_{T_{0}}^{T}\left\|h_{k}(t)\right\| d t \\
& \leq \sum_{j=0}^{k-1} \int_{T_{0}}^{T} \int_{t_{j}^{n}}^{t_{j+1}^{n}}\left\|f\left(t, s, x_{j-1}^{n}\left(t_{j}^{n}\right)\right)\right\| d s d t+\int_{T_{0}}^{T} \int_{t_{k}^{n}}^{t}\left\|f\left(t, s, x_{k-1}^{n}\left(t_{k}^{n}\right)\right)\right\| d s d t \\
& \leq \sum_{j=0}^{k-1}\left(1+\left\|x_{j-1}^{n}\left(t_{j}^{n}\right)\right\|\right) \int_{T_{0}}^{T} \int_{t_{j}^{n}}^{t_{j+1}^{n}} \beta(t, s) d s d t+\left(1+\left\|x_{k-1}^{n}\left(t_{k}^{n}\right)\right\|\right) \int_{T_{0}}^{T} \int_{t_{k}^{n}}^{t} \beta(t, s) d s d t \\
& \leq \sum_{j=0}^{k-1}\left(1+\max _{0 \leq j \leq k}\left\|x_{j-1}^{n}\left(t_{j}^{n}\right)\right\|\right) \int_{T_{0}}^{T} \int_{t_{j}^{n}}^{t_{j+1}^{n}} \beta(t, s) d s d t \\
& +\left(1+\max _{0 \leq j \leq k}\left\|x_{k-1}^{n}\left(t_{k}^{n}\right)\right\|\right) \int_{T_{0}}^{T} \int_{t_{k}^{n}}^{t} \beta(t, s) d s d t \\
& \leq\left(1+\max _{0 \leq j \leq k}^{T}\left\|x_{j-1}^{n}\left(t_{j}^{n}\right)\right\|\right) \int_{T_{0}}^{t} \int_{T_{0}}^{t} \beta(t, s) d s d t
\end{aligned}
$$

We know from the above problem $\left(P_{j}\right)_{0 \leq j \leq k-1}$ that the mapping $x_{k-1}^{n}(\cdot)$ is absolutely continuous, then in particular bounded on $\left[T_{0}, T\right]$. Further, since $\beta(\cdot, \cdot) \in L^{1}\left(Q, \mathbb{R}_{+}\right)$, the mapping $h_{k}(\cdot)$ is integrable on $\left[t_{k}^{n}, t_{k+1}^{n}\right]$, so $h_{k}(\cdot) \in L^{1}\left(\left[t_{k}^{n}, t_{k+1}^{n}\right], H\right)$.

Now, we define the sequence $\left(x_{n}(\cdot)\right)_{n}$ from the discrete sequences $\left(x_{k}^{n}(\cdot)\right)$ as follows for all $n \in \mathbb{N}$, let $x_{n}(\cdot):\left[T_{0}, T\right] \longrightarrow H$, such that

$$
\begin{equation*}
x_{n}(t):=x_{k}^{n}(t), \quad \text { if } t \in\left[t_{k}^{n}, t_{k+1}^{n}\right], k \in\{0,1, \cdots, n-1\} . \tag{2.4}
\end{equation*}
$$

It is clear from this definition that $x_{n}(\cdot)$ is absolutely continuous.
Let the function $\theta_{n}(\cdot):\left[T_{0}, T\right] \longrightarrow\left[T_{0}, T\right]$ defined by

$$
\left\{\begin{array}{l}
\theta_{n}(T):=T  \tag{2.5}\\
\theta_{n}(t):=t_{k}^{n}, \text { if } t \in\left[t_{k}^{n}, t_{k+1}^{n}[.\right.
\end{array}\right.
$$

We obtain from (2.2), (2.3), (2.4) and (2.5) that

$$
\left\{\begin{array}{l}
-\dot{x}_{n}(t) \in N_{C(t)}\left(A x_{n}(t)\right)+\int_{T_{0}}^{t} f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right) d s \text { a.e. } t \in\left[T_{0}, T\right]  \tag{2.6}\\
x_{n}\left(T_{0}\right)=x_{0}, \quad A x_{0} \in C\left(T_{0}\right)
\end{array}\right.
$$

and a.e. $t \in\left[T_{0}, T\right]$ we have

$$
\begin{equation*}
\left\|\dot{x}_{n}(t)+\int_{T_{0}}^{t} f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right) d s\right\| \leq \frac{\|A\|\left\|\int_{T_{0}}^{t} f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right) d s\right\|+|\dot{v}(t)|}{\gamma} \tag{2.7}
\end{equation*}
$$

Step 3. The upper bound of the sequence $\left(\dot{x}_{n}(\cdot)\right)_{n}$.
Since $\beta(\cdot, \cdot) \in L^{1}\left(Q, \mathbb{R}_{+}\right)$, assume without loss of generality that

$$
\int_{T_{0}}^{T} \int_{T_{0}}^{\tau} \beta(\tau, s) d s d \tau<\frac{\gamma}{\gamma+\|A\|} .
$$

By construction we have for each $i \in\{0, \cdots, n-1\}$ and for a.e. $t \in\left[t_{i}^{n}, t_{i+1}^{n}\right]$

$$
\begin{align*}
& \left\|\dot{x}_{n}(t)+\sum_{j=0}^{i-1} \int_{t_{j}^{n}}^{t_{j+1}^{n}} f\left(t, s, x_{n}\left(t_{j}^{n}\right)\right) d s+\int_{t_{i}^{n}}^{t} f\left(t, s, x_{n}\left(t_{i}^{n}\right)\right) d s\right\| \\
& \leq \frac{1}{\gamma}\left(\|A\|\left\|\sum_{j=0}^{i-1} \int_{t_{j}^{n}}^{t_{j+1}^{n}} f\left(t, s, x_{n}\left(t_{j}^{n}\right)\right) d s+\int_{t_{i}^{n}}^{t} f\left(t, s, x_{n}\left(t_{i}^{n}\right)\right) d s\right\|+|\dot{v}(t)|\right) . \tag{2.8}
\end{align*}
$$

On the other hand, we have

$$
\begin{aligned}
\left\|\dot{x}_{n}(t)\right\| & =\| \dot{x}_{n}(t)+\sum_{j=0}^{i-1} \int_{t_{j}^{n}}^{t_{j+1}^{n}} f\left(t, s, x_{n}\left(t_{j}^{n}\right)\right) d s+\int_{t_{i}^{n}}^{t} f\left(t, s, x_{n}\left(t_{i}^{n}\right)\right) d s \\
& -\sum_{j=0}^{i-1} \int_{t_{j}^{n}}^{t_{j+1}^{n}} f\left(t, s, x_{n}\left(t_{j}^{n}\right)\right) d s-\int_{t_{i}^{n}}^{t} f\left(t, s, x_{n}\left(t_{i}^{n}\right)\right) d s \| \\
& \leq\left\|\dot{x}_{n}(t)+\sum_{j=0}^{i-1} \int_{t_{j}^{n}}^{t_{j+1}^{n}} f\left(t, s, x_{n}\left(t_{j}^{n}\right)\right) d s+\int_{t_{i}^{n}}^{t} f\left(t, s, x_{n}\left(t_{i}^{n}\right)\right) d s\right\| \\
& +\left\|\sum_{j=0}^{i-1} \int_{t_{j}^{n}}^{t_{j+1}^{n}} f\left(t, s, x_{n}\left(t_{j}^{n}\right)\right) d s+\int_{t_{i}^{n}}^{t} f\left(t, s, x_{n}\left(t_{i}^{n}\right)\right) d s\right\| .
\end{aligned}
$$

Hence from (2.8), we have for a.e. $t \in\left[t_{i}^{n}, t_{i+1}^{n}\right]$

$$
\begin{align*}
\left\|\dot{x}_{n}(t)\right\| & \leq\left(1+\frac{\|A\|}{\gamma}\right)\left\|\sum_{j=0}^{i-1} \int_{t_{j}^{n}}^{t_{j+1}^{n}} f\left(t, s, x_{n}\left(t_{j}^{n}\right)\right) d s+\int_{t_{i}^{n}}^{t}\left(t, s, x_{n}\left(t_{i}^{n}\right)\right) d s\right\|+\frac{1}{\gamma}|\dot{v}(t)| \\
& \leq\left(1+\frac{\|A\|}{\gamma}\right) \sum_{j=0}^{i-1} \int_{t_{j}^{n}}^{t_{j+1}^{n}}\left\|f\left(t, s, x_{n}\left(t_{j}^{n}\right)\right)\right\| d s+\left(1+\frac{\|A\|}{\gamma}\right) \int_{t_{i}^{n}}^{t}\left\|f\left(t, s, x_{n}\left(t_{i}^{n}\right)\right)\right\| d s+\frac{1}{\gamma}|\dot{v}(t)| . \tag{2.9}
\end{align*}
$$

Moreover we observe that

$$
\int_{t_{0}^{n}}^{t_{i+1}^{n}}\left\|\dot{x}_{n}(\tau)\right\| d \tau=\int_{t_{0}^{n}}^{t_{1}^{n}}\left\|\dot{x}_{n}(\tau)\right\| d \tau+\int_{t_{1}^{n}}^{t_{2}^{n}}\left\|\dot{x}_{n}(\tau)\right\| d \tau+\cdots+\int_{t_{i-1}^{n}}^{t_{2}^{n}}\left\|\dot{x}_{n}(\tau)\right\| d \tau+\int_{t_{i}^{n}}^{t_{i+1}^{n}}\left\|\dot{x}_{n}(\tau)\right\| d \tau
$$

So (2.9) implies that

$$
\begin{aligned}
\int_{t_{0}^{n}}^{t_{i+1}^{n}}\left\|\dot{x}_{n}(\tau)\right\| d \tau & \leq \sum_{k=0}^{i} \int_{t_{k}^{n}}^{t_{k+1}^{n}}\left[\left(1+\frac{\|A\|}{\gamma}\right) \sum_{j=0}^{k-1} \int_{t_{j}^{n}}^{t_{j+1}^{n}}\left\|f\left(\tau, s, x_{n}\left(t_{j}^{n}\right)\right)\right\| d s\right. \\
& \left.+\left(1+\frac{\|A\|}{\gamma}\right) \int_{t_{k}^{n}}^{\tau}\left\|f\left(\tau, s, x_{n}\left(t_{k}^{n}\right)\right)\right\| d s+\frac{1}{\gamma}|\dot{v}(\tau)|\right] d \tau \\
& \leq \frac{1}{\gamma} \int_{t_{0}^{n}}^{t_{i+1}^{n}}|\dot{v}(\tau)| d \tau+\left(1+\frac{\|A\|}{\gamma}\right) \sum_{k=0}^{i} \sum_{j=0}^{k-1} \int_{t_{k}^{n}}^{t_{k+1}^{n}} \int_{t_{j}^{n}}^{t_{j+1}^{n}}\left\|f\left(\tau, s, x_{n}\left(t_{j}^{n}\right)\right)\right\| d s d \tau \\
& +\left(1+\frac{\|A\|}{\gamma}\right) \sum_{k=0}^{i} \int_{t_{k}^{n}}^{t_{k+1}^{n}} \int_{t_{k}^{n}}^{\tau}\left\|f\left(\tau, s, x_{n}\left(t_{k}^{n}\right)\right)\right\| d s d \tau .
\end{aligned}
$$

Since $C\left(t_{k}^{n}\right) \in \bigcup_{t \in\left[T_{0}, T\right]} C(t)$, using the growth condition $\left(\mathcal{H}_{3,1}\right)$, we have the following: for all $i \in\{0, \cdots, n-1\}$

$$
\begin{aligned}
\bullet \sum_{k=0}^{i} \int_{t_{k}^{n}}^{t_{k+1}^{n}} \int_{t_{k}^{n}}^{\tau}\left\|f\left(\tau, s, x_{n}\left(t_{k}^{n}\right)\right)\right\| d s d \tau & \leq \sum_{k=0}^{i} \int_{t_{k}^{n}}^{t_{k+1}^{n}} \int_{t_{k}^{n}}^{\tau}\left(1+\left\|x_{n}\left(t_{k}^{n}\right)\right\|\right) \beta(\tau, s) d s d \tau \\
& \leq\left(1+\max _{0 \leq k \leq n}\left\|x_{n}\left(t_{k}^{n}\right)\right\|\right) \int_{t_{0}^{n}}^{t_{i+1}^{n}} \int_{t_{i}^{n}}^{\tau} \beta(\tau, s) d s d \tau
\end{aligned}
$$

- $\sum_{k=0}^{i} \sum_{j=0}^{k-1} \int_{t_{k}^{n}}^{t_{k+1}^{n}} \int_{t_{j}^{n}}^{t_{j+1}^{n}}\left\|f\left(\tau, s, x_{n}\left(t_{j}^{n}\right)\right)\right\| d s d \tau \leq \sum_{k=0}^{i} \sum_{j=0}^{k-1} \int_{t_{k}^{n}}^{t_{k+1}^{n}} \int_{t_{j}^{n}}^{t_{j+1}^{n}}\left(1+\left\|x_{n}\left(t_{k}^{n}\right)\right\|\right) \beta(\tau, s) d s d \tau$

$$
\leq\left(1+\max _{0 \leq k \leq n}\left\|x_{n}\left(t_{k}^{n}\right)\right\|\right) \sum_{j=0}^{i-1} \int_{t_{0}^{n}}^{t_{i+1}^{n}} \int_{t_{j}^{n}}^{t_{j+1}^{n}} \beta(\tau, s) d s d \tau
$$

Therefore, noticing that $t_{0}^{n}=T_{0}$, we have

$$
\begin{align*}
\int_{T_{0}}^{t_{i+1}^{n}}\left\|\dot{x}_{n}(\tau)\right\| d \tau & \leq \frac{1}{\gamma} \int_{T_{0}}^{t_{i+1}^{n}}|\dot{v}(\tau)| d \tau+\left(1+\frac{\|A\|}{\gamma}\right)\left(1+\max _{0 \leq k \leq n}\left\|x_{n}\left(t_{k}^{n}\right)\right\|\right) \sum_{j=0}^{i-1} \int_{T_{0}}^{t_{i+1}^{n}} \int_{t_{j}^{n}}^{t_{j+1}^{n}} \beta(\tau, s) d s d \tau \\
& +\left(1+\frac{\|A\|}{\gamma}\right)\left(1+\max _{0 \leq k \leq n}\left\|x_{n}\left(t_{k}^{n}\right)\right\|\right) \int_{T_{0}}^{t_{i+1}^{n}} \int_{t_{i}^{n}}^{\tau} \beta(\tau, s) d s d \tau . \\
& \leq \frac{1}{\gamma} \int_{T_{0}}^{t_{i+1}^{n}}|\dot{v}(\tau)| d \tau+\left(1+\frac{\|A\|}{\gamma}\right)\left(1+\max _{0 \leq k \leq n}\left\|x_{n}\left(t_{k}^{n}\right)\right\|\right) \\
& {\left[\int_{T_{0}}^{t_{i+1}^{n}} \sum_{j=0}^{i-1} \int_{t_{j}^{n}}^{t_{j+1}^{n}} \beta(\tau, s) d s d \tau+\int_{T_{0}}^{t_{i}^{n}} \int_{t_{i}^{n}}^{t_{i+1}^{n}} \beta(\tau, s) d s d \tau\right] } \\
& =\frac{1}{\gamma} \int_{T_{0}}^{t_{i+1}^{n}}|\dot{v}(\tau)| d \tau+\left(1+\frac{\|A\|}{\gamma}\right)\left(1+\max _{0 \leq k \leq n}\left\|x_{n}\left(t_{k}^{n}\right)\right\|\right) \int_{T_{0}}^{t_{i+1}^{n}} \int_{T_{0}}^{\tau} \beta(\tau, s) d s d \tau . \tag{2.10}
\end{align*}
$$

Now, using the fact that $x_{n}(\cdot)$ is absolutely continuous, we have

$$
x_{n}\left(t_{i+1}^{n}\right)-x_{n}\left(t_{0}^{n}\right)=\int_{t_{0}^{n}}^{t_{i+1}^{n}} \dot{x}_{n}(\tau) d \tau
$$

This yields to the following inequality:

$$
\left\|x_{n}\left(t_{i+1}^{n}\right)\right\| \leq\left\|x_{0}\right\|+\int_{t_{0}^{n}}^{t_{i+1}^{n}}\left\|\dot{x}_{n}(\tau)\right\| d \tau
$$

Consequently, the inequality (2.10) give
$\left\|x_{n}\left(t_{i+1}^{n}\right)\right\| \leq\left\|x_{0}\right\|+\frac{1}{\gamma} \int_{T_{0}}^{t_{i+1}^{n}}|\dot{v}(\tau)| d \tau+\left(1+\frac{\|A\|}{\gamma}\right)\left(1+\max _{0 \leq k \leq n}\left\|x_{n}\left(t_{k}^{n}\right)\right\|\right) \int_{T_{0}}^{t_{t_{0}}^{n}} \int_{T_{0}}^{\tau} \beta(\tau, s) d s d \tau$.

The relation (2.11) holds for all $i \in\{0, \cdots, n-1\}$, we have the following

$$
\begin{aligned}
\max _{0 \leq k \leq n}\left\|x_{n}\left(t_{k}^{n}\right)\right\| & \leq\left\|x_{0}\right\|+\frac{1}{\gamma} \int_{T_{0}}^{T}|\dot{v}(\tau)| d \tau+\left(1+\frac{\|A\|}{\gamma}\right)\left(1+\max _{0 \leq k \leq n}\left\|x_{n}\left(t_{k}^{n}\right)\right\|\right) \int_{T_{0}}^{T} \int_{T_{0}}^{\tau} \beta(\tau, s) d s d \tau \\
& \leq\left\|x_{0}\right\|+\frac{1}{\gamma} \int_{T_{0}}^{T}|\dot{v}(\tau)| d \tau+\left(1+\frac{\|A\|}{\gamma}\right) \int_{T_{0}}^{T} \int_{T_{0}}^{\tau} \beta(\tau, s) d s d \tau \\
& +\left(1+\frac{\|A\|}{\gamma}\right)_{0 \leq k \leq n}\left\|x_{n}\left(t_{k}^{n}\right)\right\| \int_{T_{0}}^{T} \int_{T_{0}}^{\tau} \beta(\tau, s) d s d \tau
\end{aligned}
$$

then

$$
\begin{aligned}
& {\left[1-\left(1+\frac{\|A\|}{\gamma}\right) \int_{T_{0}}^{T} \int_{T_{0}}^{\tau} \beta(\tau, s) d s d \tau\right] \max _{0 \leq k \leq n}\left\|x_{n}\left(t_{k}^{n}\right)\right\|} \\
& \leq\left\|x_{0}\right\|+\frac{1}{\gamma} \int_{T_{0}}^{T}|\dot{v}(\tau)| d \tau+\left(1+\frac{\|A\|}{\gamma}\right) \int_{T_{0}}^{T} \int_{T_{0}}^{\tau} \beta(\tau, s) d s d \tau
\end{aligned}
$$

hence

$$
\begin{aligned}
\max _{0 \leq k \leq n}\left\|x_{n}\left(t_{k}^{n}\right)\right\| & \leq \frac{1}{1-\left(1+\frac{\|A\|}{\gamma}\right)} \int_{T_{0}}^{T} \int_{T_{0}}^{\tau} \beta(\tau, s) d s d \tau \\
& {\left[\left\|x_{0}\right\|+\frac{1}{\gamma} \int_{T_{0}}^{T}|\dot{v}(\tau)| d \tau+\left(1+\frac{\|A\|}{\gamma}\right) \int_{T_{0}}^{T} \int_{T_{0}}^{\tau} \beta(\tau, s) d s d \tau\right] }
\end{aligned}
$$

Or equivalently

$$
\max _{0 \leq k \leq n}\left\|x_{n}\left(t_{k}^{n}\right)\right\| \leq M
$$

where
$M:=\frac{1}{1-\left(1+\frac{\|A\|}{\gamma}\right) \int_{T_{0}}^{T} \int_{T_{0}}^{\tau} \beta(\tau, s) d s d \tau}\left[\left\|x_{0}\right\|+\frac{1}{\gamma} \int_{T_{0}}^{T}|\dot{v}(\tau)| d \tau+\left(1+\frac{\|A\|}{\gamma}\right) \int_{T_{0}}^{T} \int_{T_{0}}^{\tau} \beta(\tau, s) d s d \tau\right]$.

On one hand, from the growth condition of $\mathrm{f}\left(\mathcal{H}_{3,1}\right)$ and (2.12) we have for almost all $t$ and for all $n$,

$$
\begin{equation*}
\left\|f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right)\right\| \leq \beta(t, s)\left(1+\left\|x_{n}\left(\theta_{n}(s)\right)\right\|\right) \leq(1+M) \beta(t, s), \quad \forall(t, s) \in Q \tag{2.13}
\end{equation*}
$$

(2.7) and (2.13) imply for almost all $t$ and for all $n$, the following

$$
\begin{align*}
\left\|\dot{x}_{n}(t)+\int_{T_{0}}^{t} f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right) d s\right\| & \leq \frac{\|A\|}{\gamma} \int_{T_{0}}^{t}\left\|f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right)\right\| d s+\frac{1}{\gamma}|\dot{v}(t)| \\
& \leq \frac{\|A\|}{\gamma}(1+M) \int_{T_{0}}^{t} \beta(t, s) d s+\frac{1}{\gamma}|\dot{v}(t)| \tag{2.14}
\end{align*}
$$

Further,

$$
\begin{aligned}
\left\|\dot{x}_{n}(t)\right\| & =\left\|\dot{x}_{n}(t)+\int_{T_{0}}^{t} f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right) d s-\int_{T_{0}}^{t} f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right) d s\right\| \\
& \leq\left\|\dot{x}_{n}(t)+\int_{T_{0}}^{t} f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right) d s\right\|+\left\|\int_{T_{0}}^{t} f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right) d s\right\| \\
& \leq \frac{\|A\|}{\gamma}(1+M) \int_{T_{0}}^{t} \beta(t, s) d s+\frac{1}{\gamma}|\dot{v}(t)|+\int_{T_{0}}^{t}\left\|f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right)\right\| d s \\
& \leq \frac{\|A\|}{\gamma}(1+M) \int_{T_{0}}^{t} \beta(t, s) d s+\frac{1}{\gamma}|\dot{v}(t)|+(1+M) \int_{T_{0}}^{t} \beta(t, s) d s \\
& =\left(1+\frac{\|A\|}{\gamma}\right)(1+M) \int_{T_{0}}^{t} \beta(t, s) d s+\frac{1}{\gamma}|\dot{v}(t)|,
\end{aligned}
$$

which gives for almost all $t$ and for all $n$

$$
\begin{equation*}
\left\|\dot{x}_{n}(t)\right\| \leq \gamma(t) \tag{2.15}
\end{equation*}
$$

where

$$
\gamma(t):=(1+M)\left(1+\frac{\|A\|}{\gamma}\right) \int_{T_{0}}^{t} \beta(t, s) d s+\frac{1}{\gamma}|\dot{v}(t)| .
$$

Step 4. The compactness of the sequence $\left(x_{n}(\cdot)\right)_{n}$. As $\left(\mathcal{C}(I, H),\|\cdot\|_{\infty}\right)$ is a Banach space with uniforme convergence norm, it remains to prove that $\left(x_{n}(\cdot)\right)_{n}$ is a Cauchy sequence i.e.

$$
\lim _{n, m \rightarrow+\infty}\left\|x_{n}(\cdot)-x_{m}(\cdot)\right\|_{\infty}=0
$$

such as

$$
\left\|x_{n}(\cdot)-x_{m}(\cdot)\right\|_{\infty}:=\sup _{t \in\left[T_{0}, T\right]}\left\|x_{n}(\cdot)-x_{m}(\cdot)\right\| .
$$

Let $m, n \in \mathbb{N}$, for almost all $t \in\left[T_{0}, T\right]$, we have

$$
\left\{\begin{array}{l}
-\dot{x}_{n}(t)-\int_{T_{0}}^{t} f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right) d s \in N_{C(t)}\left(A x_{n}(t)\right) \\
-\dot{x}_{m}(t)-\int_{T_{0}}^{t} f\left(t, s, x_{m}\left(\theta_{m}(s)\right)\right) d s \in N_{C(t)}\left(A x_{m}(t)\right)
\end{array}\right.
$$

Using the fact that the normal cone is monotone, we get the following:
$\left\langle-\dot{x}_{n}(t)-\int_{T_{0}}^{t} f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right) d s+\dot{x}_{m}(t)+\int_{T_{0}}^{t} f\left(t, s, x_{m}\left(\theta_{m}(s)\right)\right) d s, A x_{n}(t)-A x_{m}(t)\right\rangle \geq 0$.
This implies that

$$
\begin{aligned}
& \left\langle\dot{x}_{n}(t)+\int_{T_{0}}^{t} f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right) d s-\dot{x}_{m}(t)-\int_{T_{0}}^{t} f\left(t, s, x_{m}\left(\theta_{m}(s)\right)\right) d s, A\left(x_{n}(t)-x_{m}(t)\right)\right\rangle \\
& \quad=\left\langle\dot{x}_{n}(t)-\dot{x}_{m}(t), A\left(x_{n}(t)-x_{m}(t)\right)\right\rangle \\
& \quad+\left\langle\int_{T_{0}}^{t} f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right) d s-\int_{T_{0}}^{t} f\left(t, s, x_{m}\left(\theta_{m}(s)\right)\right) d s, A\left(x_{n}(t)-x_{m}(t)\right)\right\rangle \\
& \quad \leq 0 .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \left\langle\dot{x}_{n}(t)-\dot{x}_{m}(t), A\left(x_{n}(t)-x_{m}(t)\right)\right\rangle \\
& \leq\left\langle\int_{T_{0}}^{t} f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right) d s-\int_{T_{0}}^{t} f\left(t, s, x_{m}\left(\theta_{m}(s)\right)\right) d s, A\left(x_{m}(t)-x_{n}(t)\right)\right\rangle .
\end{aligned}
$$

From Lemma 1.11 .4 we have
$\frac{1}{2} \frac{d}{d t}\left\langle x_{n}(t)-x_{m}(t), A\left(x_{n}(t)-x_{m}(t)\right)\right\rangle=\left\langle\dot{x}_{n}(t)-\dot{x}_{m}(t), A\left(x_{n}(t)-x_{m}(t)\right)\right\rangle, \quad$ a.e. $t \in\left[T_{0}, T\right]$. Then

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\langle x_{n}(t)-x_{m}(t), A\left(x_{n}(t)-x_{m}(t)\right)\right\rangle \\
& \leq\left\langle\int_{T_{0}}^{t} f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right) d s-\int_{T_{0}}^{t} f\left(t, s, x_{m}\left(\theta_{m}(s)\right)\right), A\left(x_{m}(t)-x_{n}(t)\right)\right\rangle \\
& \leq\|A\|\left\|x_{n}(t)-x_{m}(t)\right\| \int_{T_{0}}^{t}\left\|f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right) d s-f\left(t, s, x_{m}\left(\theta_{m}(s)\right)\right)\right\| d s \tag{2.16}
\end{align*}
$$

On the other hand, we have

$$
\begin{equation*}
\left\|\dot{x}_{n}(t)\right\| \leq \gamma(t) \quad \text { a.e. } t \in\left[T_{0}, T\right] . \tag{2.17}
\end{equation*}
$$

$\left(x_{n}(\cdot)\right)_{n}$ is absolutely countiuous, then we can write

$$
\begin{aligned}
\left\|x_{n}(t)\right\|-\left\|x_{n}\left(T_{0}\right)\right\| \leq\left\|x_{n}(t)-x_{n}\left(T_{0}\right)\right\|=\left\|\int_{T_{0}}^{t} \dot{x}_{n}(s) d s\right\| \leq \int_{T_{0}}^{t}\left\|\dot{x}_{n}(s)\right\| d s & \leq \int_{T_{0}}^{t} \gamma(s) d s \\
& \leq \int_{T_{0}}^{T} \gamma(s) d s
\end{aligned}
$$

Thus

$$
\left\|x_{n}(t)\right\| \leq\left\|x_{n}\left(T_{0}\right)\right\|+\int_{T_{0}}^{T} \gamma(s) d s
$$

Therefore

$$
\begin{equation*}
\left\|x_{n}(t)\right\| \leq \eta \quad \text { a.e. } t \in\left[T_{0}, T\right] \tag{2.18}
\end{equation*}
$$

where

$$
\eta:=\left\|x_{0}\right\|+\int_{T_{0}}^{T} \gamma(s) d s
$$

This gives for almost all $t$ and for all $n \in \mathbb{N}$

$$
x_{n}(t) \in B[0, \eta] .
$$

Consequently

$$
x_{m}(t), x_{n}\left(\theta_{n}(t)\right), x_{m}\left(\theta_{m}(t)\right) \in B[0, \eta] .
$$

Applying the Lipschitz continuity of $f$ with Lipschitz radius $k_{\eta}(\cdot) \in L^{1}\left(I, \mathbb{R}_{+}\right)$on the bounded subset $B[0, \eta]$ and using (2.16) it follows that
$\frac{1}{2} \frac{d}{d t}\left\langle x_{n}(t)-x_{m}(t), A\left(x_{n}(t)-x_{m}(t)\right)\right\rangle$
$\leq\|A\|\left\|x_{n}(t)-x_{m}(t)\right\| \int_{T_{0}}^{t} k_{\eta}(t)\left\|x_{n}\left(\theta_{n}(s)\right)-x_{m}\left(\theta_{m}(s)\right)\right\| d s$
$=k_{\eta}(t)\|A\|\left\|x_{n}(t)-x_{m}(t)\right\| \int_{T_{0}}^{t}\left\|x_{n}\left(\theta_{n}(s)\right)-x_{n}(s)+x_{n}(s)-x_{m}(s)+x_{m}(s)-x_{m}\left(\theta_{m}(s)\right)\right\| d s$
$\leq k_{\eta}(t)\|A\|\left\|x_{n}(t)-x_{m}(t)\right\|\left(\int_{T_{0}}^{t}\left\|x_{n}\left(\theta_{n}(s)\right)-x_{n}(s)\right\| d s+\int_{T_{0}}^{t}\left\|x_{n}(s)-x_{m}(s)\right\| d s\right.$
$\left.+\int_{T_{0}}^{t}\left\|x_{m}(t)-x_{m}\left(\theta_{m}(t)\right)\right\| d s\right)$.
$\left(x_{n}(\cdot)\right)_{n}$ is absolutely continuous, by (2.17) we have for each $n \in \mathbb{N}$ and for all $t$,

$$
\left\|x_{n}(t)-x_{n}\left(\theta_{n}(t)\right)\right\|=\left\|\int_{\theta_{n}(t)}^{t} \dot{x}_{n}(s) d s\right\| \leq \int_{\theta_{n}(t)}^{t}\left\|\dot{x}_{n}(s)\right\| d s \leq \int_{\theta_{n}(t)}^{t} \gamma(s) d s
$$

Therefore

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\langle x_{n}(t)-x_{m}(t), A\left(x_{n}(t)-x_{m}(t)\right)\right\rangle \\
& \leq k_{\eta}(t)\|A\|\left\|x_{n}(t)-x_{m}(t)\right\|\left(\int_{T_{0}}^{t} \int_{\theta_{n}(s)}^{s} \gamma(\tau) d \tau d s+\int_{T_{0}}^{t} \int_{\theta_{m}(s)}^{s} \gamma(\tau) d \tau d s\right) \\
& +k_{\eta}(t)\|A\|\left\|x_{n}(t)-x_{m}(t)\right\| \int_{T_{0}}^{t}\left\|x_{n}(s)-x_{m}(s)\right\| d s
\end{aligned}
$$

Moreover, by (2.18), we have

$$
\left\|x_{n}(t)-x_{m}(t)\right\| \leq\left\|x_{n}(t)\right\|+\left\|x_{m}(t)\right\| \leq 2 \eta
$$

this implies that

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\langle x_{n}(t)-x_{m}(t), A\left(x_{n}(t)-x_{m}(t)\right)\right\rangle \\
& \leq k_{\eta}(t)\|A\| 2 \eta\left(\int_{T_{0}}^{t}\left[\int_{\theta_{n}(s)}^{s} \gamma(\tau) d \tau+\int_{\theta_{m}(s)}^{s} \gamma(\tau) d \tau\right] d s\right) \\
& +k_{\eta}(t)\|A\|\left\|x_{n}(t)-x_{m}(t)\right\| \int_{T_{0}}^{t}\left\|x_{n}(s)-x_{m}(s)\right\| d s .
\end{aligned}
$$

Consequently

$$
\begin{align*}
\frac{d}{d t}\left\langle x_{n}(t)-x_{m}(t), A\left(x_{n}(t)-x_{m}(t)\right)\right\rangle & \leq 4 \eta k_{\eta}(t)\|A\| \int_{T_{0}}^{t} G_{n, m}(s) d s \\
& +2 k_{\eta}(t)\|A\|\left\|x_{n}(t)-x_{m}(t)\right\| \int_{T_{0}}^{t}\left\|x_{n}(s)-x_{m}(s)\right\| d s \tag{2.19}
\end{align*}
$$

where

$$
G_{n, m}(s):=\int_{\theta_{n}(s)}^{s} \gamma(\tau) d \tau+\int_{\theta_{m}(s)}^{s} \gamma(\tau) d \tau
$$

On the other hand, we have A is $\gamma$-coercive, then

$$
\left\langle x_{n}(t)-x_{m}(t), A\left(x_{n}(t)-x_{m}(t)\right)\right\rangle \geq \gamma\left\|x_{n}(t)-x_{m}(t)\right\|^{2},
$$

this implies

$$
\frac{1}{\gamma} \frac{d}{d t}\left\langle x_{n}(t)-x_{m}(t), A\left(x_{n}(t)-x_{m}(t)\right)\right\rangle \geq \frac{d}{d t}\left\|x_{n}(t)-x_{m}(t)\right\|^{2}
$$

this and (2.19) give

$$
\begin{aligned}
\frac{d}{d t}\left\|x_{n}(t)-x_{m}(t)\right\|^{2} & \leq \frac{1}{\gamma} \frac{d}{d t}\left\langle x_{n}(t)-x_{m}(t), A\left(x_{n}(t)-x_{m}(t)\right)\right\rangle \leq \frac{4}{\gamma} \eta k_{\eta}(t)\|A\| \int_{T_{0}}^{t} G_{n, m}(s) d s \\
& +\frac{2}{\gamma} k_{\eta}(t)\|A\|\left\|x_{n}(t)-x_{m}(t)\right\| \int_{T_{0}}^{t}\left\|x_{n}(s)-x_{m}(s)\right\| d s
\end{aligned}
$$

Now, applying the Lemma 1.13 .3 to the above differential inequality by setting

$$
\begin{gathered}
\rho(t)=\left\|x_{n}(t)-x_{m}(t)\right\|^{2}, \quad K(t)=\frac{2}{\gamma} k_{\eta}(t)\|A\|, \\
\varepsilon(t)=\frac{4}{\gamma} \eta k_{\eta}(t)\|A\| \int_{T_{0}}^{T} G_{n, m}(s) d s, \quad \epsilon>0
\end{gathered}
$$

we obtain

$$
\begin{align*}
\left\|x_{n}(t)-x_{m}(t)\right\| \leq & \sqrt{\left\|x_{n}\left(T_{0}\right)-x_{m}\left(T_{0}\right)\right\|^{2}+\epsilon} \exp \left(\int_{T_{0}}^{t} H(s) d s\right) \\
& +\frac{\sqrt{\epsilon}}{2} \int_{T_{0}}^{t} \exp \left(\int_{s}^{t} H(\tau) d \tau\right) d s \\
& +2\left(\sqrt{\left.\int_{T_{0}}^{t} \varepsilon(s) d s+\epsilon-\sqrt{\epsilon} \exp \left(\int_{T_{0}}^{t} H(\tau) d \tau\right)\right)}\right.  \tag{2.20}\\
& +2 \int_{T_{0}}^{t} H(s) \exp \left(\int_{s}^{t} H(\tau) d \tau\right) \sqrt{\int_{T_{0}}^{s} \varepsilon(\tau) d \tau+\epsilon d s}
\end{align*}
$$

where

$$
H(t):=\max \left\{1, k_{\eta}(t) \frac{\|A\|}{\gamma}\right\} \text { for all } t \in\left[T_{0}, T\right] .
$$

Since $\gamma(\cdot) \in L^{1}\left(I, \mathbb{R}_{+}\right)$and for each $t \in I$, we have

$$
\theta_{n}(t), \theta_{m}(t) \longrightarrow t,
$$

then the Lebesgue dominated theorem ensures that

$$
\begin{equation*}
\lim _{n, m \rightarrow+\infty} G_{n, m}(t)=0, \quad \text { a.e. in } I . \tag{2.21}
\end{equation*}
$$

On the other hand, we have for each $n \in \mathbb{N}$,

$$
\int_{\theta_{n}(t)}^{t} \gamma(s) d s \leq \int_{T_{0}}^{T} \gamma(s) d s, \quad \int_{\theta_{m}(t)}^{t} \gamma(s) d s \leq \int_{T_{0}}^{T} \gamma(s) d s
$$

this implies

$$
\left|G_{n, m}(t)\right| \leq 2 \int_{T_{0}}^{T} \gamma(s) d s
$$

Therefore, for all $t \in\left[T_{0}, T\right]$ by 2.21 and the dominated convergence theorem, we have

$$
\begin{equation*}
\lim _{n, m \rightarrow+\infty} \int_{T_{0}}^{T} G_{n, m}(t) d t=\int_{T_{0}}^{T} \lim _{n, m \rightarrow+\infty} G_{n, m}(t) d t=0 \tag{2.22}
\end{equation*}
$$

Hence by (2.20), we get $\lim _{n, m \rightarrow+\infty}\left\|x_{n}(\cdot)-x_{m}(\cdot)\right\| \leq 0$, because $x_{n}\left(T_{0}\right)=x_{m}\left(T_{0}\right)=x_{0}$, i.e. $\left\|x_{n}\left(T_{0}\right)-x_{m}\left(T_{0}\right)\right\|=0$ and $\lim _{n, m \rightarrow+\infty} \int_{T_{0}}^{t} \varepsilon(s) d s=0$ and taking $\epsilon \rightarrow 0$.

Consequently

$$
\lim _{n, m \rightarrow+\infty}\left\|x_{n}(t)-x_{m}(t)\right\|=0 .
$$

The last equality verified for all $t \in\left[T_{0}, T\right]$ then

$$
\lim _{n, m \rightarrow+\infty} \sup _{t \in\left[T_{0}, T\right]}\left\|x_{n}(t)-x_{m}(t)\right\|=0
$$

Or

$$
\lim _{n, m \rightarrow+\infty}\left\|x_{n}(t)-x_{m}(t)\right\|_{\infty}=0
$$

Therefore, $\left(x_{n}(\cdot)\right)_{n}$ is a Cauchy sequence in $\left(\mathcal{C}\left(\left[T_{0}, T\right], H\right),\|\cdot\|_{\infty}\right)$ and so converges uniformly to a function $x(\cdot) \in \mathcal{C}\left(\left[T_{0}, T\right], H\right)$.
Step 5. The regularity of the limit function $x(\cdot)$.
We have for almost all $t \in I$ and for any $n \in \mathbb{N}$,

$$
\left\|\dot{x}_{n}(t)\right\| \leq(1+M)\left(1+\frac{\|A\|}{\gamma}\right) \int_{T_{0}}^{t} \beta(t, s) d s+\frac{1}{\gamma}|\dot{v}(t)|:=\gamma(t) .
$$

So we can extract a subsequence of $\left(\dot{x}_{n}(\cdot)\right)$ and without loss of generality, we suppose that this subsequence is denoted again by $\left(\dot{x}_{n}(\cdot)\right)$ and converges weakly in $L^{1}(I, H)$ to a function $g(\cdot) \in L^{1}(I, H)$. That is equivalent to the following:

$$
\int_{T_{0}}^{T}\left\langle\dot{x}_{n}(s), h(s)\right\rangle d s \longrightarrow \int_{T_{0}}^{T}\langle g(s), h(s)\rangle d s, \quad \forall h \in L^{\infty}(I, H) .
$$

Now observe that for all $z \in H$

$$
\int_{T_{0}}^{T}\left\langle\dot{x}_{n}(s), z \cdot \mathbf{1}_{\left[T_{0}, t\right]}(s)\right\rangle d s=\int_{T_{0}}^{t}\left\langle\dot{x}_{n}(s), z\right\rangle d s=\left\langle\int_{T_{0}}^{t} \dot{x}_{n}(s) d s, z\right\rangle,
$$

and

$$
\int_{T_{0}}^{T}\left\langle g(s), z \cdot \mathbf{1}_{\left[T_{0}, t\right]}(s)\right\rangle d s=\int_{T_{0}}^{t}\langle g(s), z\rangle d s=\left\langle\int_{T_{0}}^{t} g(s) d s, z\right\rangle .
$$

So from the weak convergence of $\left(\dot{x}_{n}(\cdot)\right)$, we deduce that

$$
\int_{T_{0}}^{t} \dot{x}_{n}(s) d s \longrightarrow \int_{T_{0}}^{t} g(s) d s \quad \text { weakly in } H .
$$

This implies that

$$
x_{n}\left(T_{0}\right)+\int_{T_{0}}^{t} \dot{x}_{n}(s) d s \longrightarrow x\left(T_{0}\right)+\int_{T_{0}}^{t} g(s) d s \quad \text { weakly in } H .
$$

But $\left(x_{n}(\cdot)\right)$ is absolutely continuous, so

$$
x_{n}(t)=x_{n}\left(T_{0}\right)+\int_{T_{0}}^{t} \dot{x}_{n}(s) d s \longrightarrow x\left(T_{0}\right)+\int_{T_{0}}^{t} g(s) d s \quad \text { weakly in } H .
$$

On the other hand, we have for all $t \in\left[T_{0}, T\right]$

$$
x_{n}(t) \longrightarrow x(t) \text { strongly in } H,
$$

this implies that

$$
x_{n}(t) \longrightarrow x(t) \quad \text { weakly in } H .
$$

From the uniqueness of the limit, we have

$$
x(t)=x\left(T_{0}\right)+\int_{T_{0}}^{t} g(s) d s .
$$

Therefore $x(\cdot)$ is absolutely continuous, and moreover, it is derivable almost everywhere in $\left[T_{0}, T\right]$ with its derivative $\dot{x}(t)=g(t)$ a.e. $t \in\left[T_{0}, T\right]$.

This implies

$$
\|x(t)\|-\left\|x\left(T_{0}\right)\right\| \leq\left\|x(t)-x\left(T_{0}\right)\right\|=\left\|\int_{T_{0}}^{t} \dot{x}(s) d s\right\| \leq \int_{T_{0}}^{t}\|\dot{x}(s)\| d s \leq \int_{T_{0}}^{t}\|g(s)\| d s
$$

therefore

$$
\|x(t)\|-\left\|x\left(T_{0}\right)\right\| \leq \int_{T_{0}}^{T}\|g(s)\| d s
$$

Then for all $t \in\left[T_{0}, T\right]$

$$
\begin{equation*}
\|x(t)\| \leq \widetilde{\eta} \tag{2.23}
\end{equation*}
$$

where

$$
\tilde{\eta}:=\left\|x_{0}\right\|+\int_{T_{0}}^{T}\|g(s)\| d s
$$

Step 6. $x(\cdot)$ is a solution of $(D P)$.
Since $\theta_{n}(t) \longrightarrow t$ for all $t \in I$ and $x_{n}(\cdot)$ converges uniformly to $x(\cdot)$, we have $x_{n}\left(\theta_{n}(t)\right) \longrightarrow x(t)$ for each $t \in I$. On the other hand, the continuity of $f(t, s, \cdot)$ on $B[0, \eta]$ ensures that, for all $t, s \in I$,

$$
f\left(t, s, x_{n}\left(\theta_{n}(t)\right)\right) \longrightarrow f(t, s, x(t)) \text { in } H .
$$

Let us set for each $t \in I$

$$
\left\{\begin{array}{l}
y_{n}(t):=\int_{T_{0}}^{t} f\left(t, s, x_{n}\left(\theta_{n}(s)\right)\right) d s \\
y(t):=\int_{T_{0}}^{t} f(t, s, x(s)) d s
\end{array}\right.
$$

We have shown in the above step that $\left(\dot{x}_{n}(\cdot)\right)_{n}$ converges weakly to $\dot{x}(\cdot)$ in $L^{1}(I, H)$. Moreover, by (2.18) and (2.23) we can choose some real $c>0$ such that, for each $n$, $\left\|x_{n}\left(\theta_{n}(t)\right)\right\| \leq c$ and $\|x(t)\| \leq c$ for all $t \in\left[T_{0}, T\right]$. Therefore, by assumption $\left(\mathcal{H}_{3,2}\right)$, there exists $k_{c}(\cdot) \in L^{1}\left(\left[T_{0}, T\right], \mathbb{R}_{+}\right)$such that $f$ is $k_{c}(t)-$ Lipschitz on $B[0, c]$. It follows that

$$
\begin{equation*}
\int_{T_{0}}^{T}\left\|y_{n}(t)-y(t)\right\| d t \leq \int_{T_{0}}^{T} k_{c}(t) \int_{T_{0}}^{t}\left\|x_{n}\left(\theta_{n}(s)\right)-x(s)\right\| d s d t \tag{2.24}
\end{equation*}
$$

Note that for every $(t, s) \in Q$

$$
\begin{aligned}
k_{c}(t) \int_{T_{0}}^{t}\left\|x_{n}\left(\theta_{n}(s)\right)-x(s)\right\| d s \leq 2 c k_{c}(t) \int_{T_{0}}^{t} d s & \leq 2 c k_{c}(t) \int_{T_{0}}^{T} d s \\
& =2 c\left(T-T_{0}\right) k_{c}(t)
\end{aligned}
$$

Then by (2.24) and by the Lebesgue dominated convergence theorem

$$
y_{n}(\cdot) \longrightarrow y(\cdot) \text { strongly in } L^{1}(I, H),
$$

this implies that

$$
y_{n}(\cdot) \longrightarrow y(\cdot) \text { weakly in } L^{1}(I, H)
$$

Consequently

$$
\zeta_{n}(\cdot):=\dot{x}_{n}(\cdot)+y_{n}(\cdot) \longrightarrow \zeta(\cdot):=\dot{x}(\cdot)+y(\cdot) \text { weakly in } L^{1}(I, H) .
$$

Due to Mazur's Lemma, we extract a subsequence of $\zeta_{n}(\cdot)$ and we denote it again by $\zeta_{n}(\cdot)$ such that: For almost all $t \in I$,

$$
\begin{equation*}
\zeta_{n}(t) \in \operatorname{co}\left\{\dot{x}_{k}(t)+y_{k}(t), k \geqslant n\right\} \tag{2.25}
\end{equation*}
$$

The subsequence $\zeta_{n}(\cdot)$ converges strongly to $\dot{x}(\cdot)+y(\cdot)$ in $L^{1}(I, H)$ and for almost all $t \in I$,

$$
\begin{equation*}
\zeta(t)=\dot{x}(\cdot)+y(\cdot) \in \bigcap_{n} \overline{c o}\left\{\dot{x}_{k}(t)+y_{k}(t), k \geqslant n\right\} \tag{2.26}
\end{equation*}
$$

By (2.6), we have for almost all $t \in I$

$$
\begin{equation*}
-\dot{x}_{n}(t)-y_{n}(t) \in N_{C(t)}\left(A x_{n}(t)\right) \tag{2.27}
\end{equation*}
$$

and by (2.14), we have

$$
\begin{equation*}
-\dot{x}_{n}(t)-y_{n}(t) \in \alpha(t) B[0,1], \tag{2.28}
\end{equation*}
$$

where

$$
\alpha(t):=\frac{\|A\|}{\gamma}(1+M) \int_{T_{0}}^{t} \beta(t, s) d s+\frac{1}{\gamma}|\dot{v}(t)| .
$$

The relations (2.27), 2.28) imply that

$$
-\frac{\dot{x}_{n}(t)+y_{n}(t)}{\alpha(t)} \in N_{C(t)}\left(A x_{n}(t)\right) \cap B[0,1] .
$$

Therefore

$$
-\frac{\dot{x}_{n}(t)+y_{n}(t)}{\alpha(t)} \in \partial d_{C(t)}\left(A x_{n}(t)\right) .
$$

It follows by applying Theorem 1.7.2 that for almost all $t \in I$, for all $\xi \in H$,

$$
\left\langle\xi, \frac{\dot{x}_{n}(t)+y_{n}(t)}{\alpha(t)}\right\rangle \leq \sigma\left(-\partial d_{C(t)}\left(A x_{n}(t)\right), \xi\right),
$$

where $\sigma\left(-\partial d_{C(t)}\left(A x_{n}(t)\right),.\right)$ is the support function associated to the closed convex set $-\partial d_{C(t)}\left(A x_{n}(t)\right)$. Then, we obtain

$$
\begin{equation*}
\left\langle\xi, \dot{x}_{n}(t)+y_{n}(t)\right\rangle \leq \alpha(t) \sigma\left(-\partial d_{C(t)}\left(A x_{n}(t)\right), \xi\right) . \tag{2.29}
\end{equation*}
$$

On the other hand, by (2.25) and (2.29), we have for all $n \in \mathbb{N}$, for almost all $t \in I$, and for all $\xi \in H$,

$$
\left\langle\xi, \zeta_{n}(t)\right\rangle \leq \sup _{k \geqslant n}\left\langle\xi, \zeta_{k}(t)\right\rangle \leq \alpha(t) \sup _{k \geqslant n} \sigma\left(-\partial d_{C(t)}\left(A x_{k}(t)\right), \xi\right) .
$$

From (2.26), we have

$$
\langle\xi, \zeta(t)\rangle \leq \alpha(t) \inf _{n} \sup _{k \geqslant n} \sigma\left(-\partial d_{C(t)}\left(A x_{k}(t)\right), \xi\right) .
$$

That is

$$
\langle\xi, \zeta(t)\rangle \leq \alpha(t) \limsup _{n} \sigma\left(-\partial d_{C(t)}\left(A x_{n}(t)\right), \xi\right) .
$$

Since for all $t \in I, \sigma\left(-\partial d_{C(t)}(\cdot), \xi\right)$ is upper semi-continuous on $H$ ( 8$]$ ), we have, for almost all $t \in I$ and for all $\xi \in H$,

$$
\langle\xi, \dot{x}(t)+y(t)\rangle \leq \alpha(t) \sigma\left(-\partial d_{C(t)}(A x(t)), \xi\right),
$$

this implies

$$
\langle\xi, \dot{x}(t)+y(t)\rangle-\alpha(t) \sigma\left(-\partial d_{C(t)}(A x(t)), \xi\right) \leq 0 .
$$

That is

$$
\langle\xi, \dot{x}(t)+y(t)\rangle-\sigma\left(-\alpha(t) \partial d_{C(t)}(A x(t)), \xi\right) \leq 0 .
$$

Since $\xi$ is chosen arbitrarily, we have

$$
\begin{equation*}
\sup _{\xi \in H}\left[\langle\xi, \dot{x}(t)+y(t)\rangle-\sigma\left(-\alpha(t) \partial d_{C(t)}(A x(t)), \xi\right)\right] \leq 0 . \tag{2.30}
\end{equation*}
$$

Therefore since $\partial d_{C(t)}(A x(t))$ is a closed convex subset, we have

$$
\begin{aligned}
d\left(\dot{x}(t)+y(t),-\alpha(t) \partial d_{C(t)}(A x(t))\right. & =\sup _{\xi \in \mathbb{B}}\left[\langle\xi, \dot{x}(t)+y(t)\rangle-\sigma\left(-\alpha(t) \partial d_{C(t)}(A x(t)), \xi\right)\right] \\
& \leq \sup _{\xi \in H}\left[\langle\xi, \dot{x}(t)+y(t)\rangle-\sigma\left(-\alpha(t) \partial d_{C(t)}(A x(t)), \xi\right)\right],
\end{aligned}
$$

this and inequality (2.30) give

$$
d\left(\dot{x}(t)+y(t),-\alpha(t) \partial d_{C(t)}(A x(t))\right)=0 .
$$

Therefore

$$
-\dot{x}(t)-y(t) \in \alpha(t) \partial d_{C(t)}(A x(t)) \subset N_{C(t)}(A x(t)) \quad \text { a.e. } t \in I,
$$

this is

$$
-\dot{x}(t)-\int_{T_{0}}^{t} f(t, s, x(s)) d s \in N_{C(t)}(A x(t)) \quad \text { a.e. } t \in I
$$

and thus

$$
-\dot{x}(t) \in N_{C(t)}(A x(t))+\int_{T_{0}}^{t} f(t, s, x(s)) d s \quad \text { a.e. } t \in\left[T_{0}, T\right] .
$$

Moreover, $x\left(T_{0}\right)=\lim _{n \rightarrow \infty} x_{n}\left(T_{0}\right)=x_{0}$. Therefore, the function $x(\cdot)$ is a solution of (DP).

## Step 7. The a priori estimations.

Let $x(\cdot)$ be a solution of $(D P)$.

1. We follow the same arguments as in [4], we have

$$
\begin{equation*}
\left\|\dot{x}(t)+\int_{T_{0}}^{t} f(t, s, x(s)) d s\right\| \leq \frac{\|A\|}{\gamma} \int_{T_{0}}^{t}\|f(t, s, x(s))\| d s+\frac{1}{\gamma}|\dot{v}(t)| \text { a.e. }(t, s) \in Q \tag{2.31}
\end{equation*}
$$

2. If $\|f(t, s, x)\| \leq g(t, s)+\lambda(t)\|x\|$,
we have from (2.31)

$$
\begin{align*}
\|\dot{x}(t)\| & =\left\|\dot{x}(t)+\int_{T_{0}}^{t} f(t, s, x(s)) d s-\int_{T_{0}}^{t} f(t, s, x(s)) d s\right\| \\
& \leq\left\|\dot{x}(t)+\int_{T_{0}}^{t} f(t, s, x(s)) d s\right\|+\left\|\int_{T_{0}}^{t} f(t, s, x(s)) d s\right\| \\
& \leq \frac{1}{\gamma}|\dot{v}(t)|+\left(1+\frac{\|A\|}{\gamma}\right) \int_{T_{0}}^{t}\|f(t, s, x(s))\| d s \\
& \leq \frac{1}{\gamma}|\dot{v}(t)|+\left(1+\frac{\|A\|}{\gamma}\right) \int_{T_{0}}^{t} g(t, s) d s+\left(1+\frac{\|A\|}{\gamma}\right) \lambda(t) \int_{T_{0}}^{t}\|x(s)\| d s \tag{2.32}
\end{align*}
$$

The fact that $x(\cdot)$ is absolutely continuous implies

$$
\|x(t)\| \leq\left\|x_{0}\right\|+\int_{T_{0}}^{t}\|\dot{x}(s)\| d s:=\rho(t)
$$

The inequality (2.32) ensures that

$$
\dot{\rho}(t) \leq \frac{1}{\gamma}|\dot{v}(t)|+\left(1+\frac{\|A\|}{\gamma}\right) \int_{T_{0}}^{t} g(t, s) d s+\left(1+\frac{\|A\|}{\gamma}\right) \lambda(t) \int_{T_{0}}^{t} \rho(s) d s .
$$

Applying Gronwall's lemma (Lemma 1.13.2) with $\rho(\cdot)$, we obtain for a.e. $t \in\left[T_{0}, T\right]$

$$
\begin{aligned}
\|x(t)\| \leq \rho(t) & \leq\left\|x_{0}\right\| \exp \left(\int_{T_{0}}^{t} B(\tau) d \tau\right) \\
& +\int_{T_{0}}^{t}\left[\frac{1}{\gamma}|\dot{v}(s)|+\left(1+\frac{\|A\|}{\gamma}\right) \int_{T_{0}}^{s} g(s, \tau) d \tau\right] \exp \left(\int_{s}^{t} B(\tau) d \tau\right) d s
\end{aligned}
$$

where $B(\tau):=\max \{1, \lambda(\tau)\}$ for almost all $\tau \in\left[T_{0}, T\right]$.
The last inequality implies that for all $t \in\left[T_{0}, T\right]$

$$
\|x(t)\| \leq l,
$$

where
$l:=\left\|x_{0}\right\| \exp \left(\int_{T_{0}}^{T} B(\tau) d \tau\right)+\int_{T_{0}}^{T}\left[\frac{1}{\gamma}|\dot{v}(s)|+\left(1+\frac{\|A\|}{\gamma}\right) \int_{T_{0}}^{T} g(s, \tau) d \tau\right] \exp \left(\int_{T_{0}}^{T} B(\tau) d \tau\right) d s$.
Moreover for almost all $(t, s) \in Q$, we have

$$
\|f(t, s, x)\| \leq g(t, s)+\lambda(t)\|x\|
$$

this entails

$$
\begin{equation*}
\|f(t, s, x)\| \leq g(t, s)+\lambda(t) l \quad \text { a.e. }(t, s) \in Q \text {. } \tag{2.33}
\end{equation*}
$$

By (2.31) and (2.33) we obtain

$$
\left\|\dot{x}(t)+\int_{T_{0}}^{t} f(t, s, x(s)) d s\right\| \leq \frac{1}{\gamma}|\dot{v}(t)|+\frac{\|A\|}{\gamma} \int_{T_{0}}^{t} g(t, s) d s+\left(T-T_{0}\right) \lambda(t) l .
$$

Now consider the situation when

$$
\int_{T_{0}}^{T} \int_{T_{0}}^{\tau} \beta(\tau, s) d s d \tau \geq \frac{\gamma}{\gamma+\|A\|} .
$$

We fix a subdivision of $\left[T_{0}, T\right]$ given by $T_{0}, T_{1}, \ldots, T_{k}=T$ such that, for any $0 \leq i \leq k-1$,

$$
\int_{T_{i}}^{T_{i+1}} \int_{T_{0}}^{\tau} \beta(\tau, s) d s d \tau<\frac{\gamma}{\gamma+\|A\|} .
$$

Then, there exists an absolutely continuous map $x_{0}:\left[T_{0}, T_{1}\right] \longrightarrow H$ such that $x_{0}\left(T_{0}\right)=x_{0}, A x_{0}(t) \in C(t)$ for all $t \in\left[T_{0}, T_{1}\right]$, and

$$
-\dot{x}_{0}(t) \in N_{C(t)}\left(A x_{0}(t)\right)+\int_{T_{0}}^{t} f\left(t, s, x_{0}(s)\right) d s \text {, a.e. } t \in\left[T_{0}, T_{1}\right] .
$$

Similarly, there is an absolutely continuous map $x_{1}:\left[T_{1}, T_{2}\right] \longrightarrow H$ such that $x_{1}\left(T_{1}\right)=$ $x_{0}\left(T_{1}\right), A x_{1}(t) \in C(t)$ for all $t \in\left[T_{1}, T_{2}\right]$, and

$$
-\dot{x}_{1}(t) \in N_{C(t)}\left(A x_{1}(t)\right)+\int_{T_{0}}^{t} f\left(t, s, x_{1}(s)\right) d s \text {, a.e. } t \in\left[T_{1}, T_{2}\right] .
$$

By induction, we obtain for each $0 \leq i \leq k-1$ a finite sequence of absolutely continuous maps $x_{i}:\left[T_{i}, T_{i+1}\right] \longrightarrow H$ such that for each $0 \leq i \leq k-1$, $x_{i}\left(T_{i}\right)=x_{i-1}\left(T_{i}\right)$ and $A x_{i}(t) \in C(t)$ for all $t \in\left[T_{i}, T_{i+1}\right]$, and

$$
-\dot{x}_{i}(t) \in N_{C(t)}\left(A x_{i}(t)\right)+\int_{T_{0}}^{t} f\left(t, s, x_{i}(s)\right) d s \text {, a.e. } t \in\left[T_{i}, T_{i+1}\right]
$$

We set $x_{-1}(0)=x_{0}$ and define the mapping $x:\left[T_{0}, T\right] \longrightarrow H$ given by

$$
x(t)=x_{i}(t), \text { if } t \in\left[T_{i}, T_{i+1}\right], \quad 0 \leq i \leq k-1 .
$$

Obviously, $x(\cdot)$ is an absolutely continuous mapping satisfying $x\left(T_{0}\right)=x_{0}$, $A x(t) \in C(t)$ for all $t \in\left[T_{0}, T\right]$ and

$$
-\dot{x}(t) \in N_{C(t)}(A x(t))+\int_{T_{0}}^{t} f(t, s, x(s)) d s, \quad \text { a.e. } t \in\left[T_{0}, T\right] .
$$

## Step 8. Uniqueness.

Let $x_{1}(\cdot), x_{2}(\cdot)$ be two solutions of the differential inclusion $(D P)$, then

$$
\left\{\begin{array}{l}
-\dot{x}_{1}(t) \in N_{C(t)}\left(A x_{1}(t)\right)+\int_{T_{0}}^{t} f\left(t, s, x_{1}(s)\right) d s \quad \text { a.e. } t \in\left[T_{0}, T\right] \\
x_{1}\left(T_{0}\right)=x_{0}, \quad A\left(x_{0}\right) \in C\left(T_{0}\right),
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
-\dot{x}_{2}(t) \in N_{C(t)}\left(A x_{2}(t)\right)+\int_{T_{0}}^{t} f\left(t, s, x_{2}(s)\right) d s \quad \text { a.e. } t \in\left[T_{0}, T\right] \\
x_{2}\left(T_{0}\right)=x_{0} \quad A\left(x_{0}\right) \in C\left(T_{0}\right) .
\end{array}\right.
$$

The fact that the normal cone is monotone, we have

$$
\left\langle-\dot{x}_{1}(t)-\int_{T_{0}}^{t} f\left(t, s, x_{1}(s)\right) d s+\dot{x}_{2}(t)+\int_{T_{0}}^{t} f\left(t, s, x_{2}(s)\right) d s, A x_{1}(t)-A x_{2}(t)\right\rangle \geq 0
$$

this implies

$$
\begin{aligned}
\left\langle\dot{x}_{1}(t)-\dot{x}_{2}(t), A\left(x_{1}(t)-x_{2}(t)\right)\right\rangle & \leq\left\langle\int_{T_{0}}^{t} f\left(t, s, x_{1}(s)\right) d s-\int_{T_{0}}^{t} f\left(t, s, x_{2}(s)\right) d s, A\left(x_{2}(t)-x_{1}(t)\right)\right\rangle \\
& \leq \int_{T_{0}}^{t}\left\|f\left(t, s, x_{1}(s)\right) d s-f\left(t, s, x_{2}(s)\right)\right\| d s\left\|A\left(x_{2}(t)-x_{1}(t)\right)\right\|
\end{aligned}
$$

Since $A$ is a bounded linear map and $f$ Lipschitzian on bounded set $(B[0, \eta])$ we have

$$
\left\langle\dot{x}_{1}(t)-\dot{x}_{2}(t), A\left(x_{1}(t)-x_{2}(t)\right)\right\rangle \leq\|A\|\left\|x_{1}(t)-x_{2}(t)\right\| k_{\eta}(t) \int_{T_{0}}^{t}\left\|x_{1}(t)-x_{2}(t)\right\| d s
$$

this gives
$\frac{1}{2} \frac{d}{d t}\left\langle x_{1}(t)-x_{2}(t), A\left(x_{1}(t)-x_{2}(t)\right)\right\rangle \leq k_{\eta}(t)\|A\|\left\|x_{1}(t)-x_{2}(t)\right\| \int_{T_{0}}^{t}\left\|x_{1}(t)-x_{2}(t)\right\| d s$.
The fact that $A$ is $\gamma$-coercive imply

$$
\frac{d}{d t}\left\|x_{1}(t)-x_{2}(t)\right\|^{2} \leq \frac{2}{\gamma} k_{\eta}(t)\|A\|\left\|x_{1}(t)-x_{2}(t)\right\| \int_{T_{0}}^{t}\left\|x_{1}(t)-x_{2}(t)\right\| d s
$$

Setting

$$
\left\{\begin{array}{l}
\rho(t):=\left\|x_{1}(t)-x_{2}(t)\right\|^{2}, \\
k(t):=\frac{2}{\gamma}\|A\| k_{\eta}(t)
\end{array}\right.
$$

Then

$$
\begin{equation*}
\dot{\rho}(t) \leq k(t) \sqrt{\rho(t)} \int_{T_{0}}^{t} \sqrt{\rho(s)} d s \tag{2.34}
\end{equation*}
$$

Applying Lemma 1.13 .3 in (2.34) with $\varepsilon(\cdot), \epsilon>0$ arbitrary, we obtain

$$
\begin{aligned}
\sqrt{\rho(t)} & \leq \sqrt{\rho\left(T_{0}\right)+\epsilon} \exp \left(\int_{T_{0}}^{t} H(s) d s\right)+\frac{\sqrt{\epsilon}}{2} \int_{T_{0}}^{t} \exp \left(\int_{s}^{t} H(\tau) d \tau\right) d s \\
& +2\left(\sqrt{\left.\int_{T_{0}}^{t} \varepsilon(s) d s+\epsilon-\sqrt{\epsilon} \exp \left(\int_{T_{0}}^{t} H(\tau) d \tau\right)\right)}\right. \\
& +2 \int_{T_{0}}^{t}\left[H(s) \exp \left(\int_{s}^{t} H(\tau) d \tau\right) \sqrt{\left.\int_{T_{0}}^{s} \varepsilon(\tau) d \tau+\epsilon\right] d s}\right.
\end{aligned}
$$

where $H(t):=\max \left\{1, \frac{\|A\|}{\gamma} k_{\eta}(t)\right\}$ for all $t \in\left[T_{0}, T\right]$.
Taking $\epsilon \longrightarrow 0$ and $\varepsilon(t) \longrightarrow 0$ then

$$
\left\|x_{1}(t)-x_{2}(t)\right\| \leq 0,
$$

this clearly implies that

$$
\left\|x_{1}(t)-x_{2}(t)\right\|=0 .
$$

So

$$
x_{1}(t)=x_{2}(t),
$$

which justifies the uniqueness.

## $\left.\begin{array}{l}\text { Chapter }\end{array}\right\}$

## Application

The connection between degenerate sweeping processes and nonsmooth dynamical systems can be effectively illustrated through the framework of differential complementarity problems. These problems frequently arise in various fields such as mechanical and electrical engineering modeling, nonsmooth optimization, and other related areas.

In this chapter we give the following example as an application of Theorem 2.2 .2 that include an existence and uniqueness result of a differential complementarity problem,

Let $K \subset H$ be a closed convex cone and $K^{*}=\{h \in H:\langle h, k\rangle \geq 0, \forall k \in K\}$ be its dual cone. Let $I=\left[T_{0}, T\right]$ and $A: H \longrightarrow H$ satisfying $\left(\mathcal{H}_{2}\right)$ and $g(\cdot):\left[T_{0}, T\right] \times H \longrightarrow$ $H$ be a single valued mapping that satisfies $\left(\mathcal{H}_{3,1}\right)$ and $\left(\mathcal{H}_{3,2}\right)$. Let $\alpha(\cdot): I \longrightarrow H$ be an absolutely continuous function such that $\alpha(0)=0$.

Consider the problem of finding an absolutely continuous mappings $x(\cdot): I \longrightarrow H$ and an integrable function $u(\cdot): I \longrightarrow H$ satisfying for almost every $t$ in $I$ the following differential complementarity problem

$$
(D C P)\left\{\begin{array}{l}
-\dot{x}(t)=\int_{T_{0}}^{t} g(t, s, x(s)) d s+u(t) \quad \text { a.e. } t \in I \\
v(t)=A x(t)+\alpha(t) \\
K^{*} \ni u(t) \perp v(t) \in K \\
x\left(T_{0}\right)=x_{0}, \quad A x_{0} \in K .
\end{array}\right.
$$

Now, we recall and prove the following complementarity result which will be usefull to rewrite $(D C P)$ in our abstruct frame:

## Proposition 3.0.1.

A vector $u$ is belong to $-N_{K}(v)$ if and only if $K^{*} \ni u \perp v \in K$.

## Proof.

Fist we prove the ordinary implication which is

$$
u \in-N_{K}(v) \Rightarrow K^{*} \ni u \perp v \in K
$$

Let $u \in-N_{K}(v)$ that is $-u \in N_{K}(v)$ i.e.

$$
\begin{equation*}
\langle-u, p-v\rangle \leq 0, \quad \forall p \in K \tag{3.1}
\end{equation*}
$$

and we prove the following properties:
(i) $v \in K$,
(ii) $u \in K^{*}$,
(iii) $\langle u, v\rangle=0$.

The first property (i) is evident.
Let us proof the property (iii):
We recall that (3.1) is true for all $p \in K$ in particular:
$\bullet p:=2 v \in K$ (verified because K is a cone),

$$
\langle-u, v\rangle \leq 0 \Rightarrow\langle u, v\rangle \geq 0
$$

$\bullet p:=0 \in K$,

$$
\langle-u,-v\rangle \leq 0 \Rightarrow\langle u, v\rangle \leq 0 .
$$

Combining the above inequalities we get $\langle u, v\rangle=0$, that mean $u \perp v$.
Now it remains to prove (ii)
From (3.1) we have for all $p \in K:\langle-u, p\rangle+\langle-u,-v\rangle \leq 0$, then $\langle u, p\rangle \geq 0$, i.e. $u \in K^{*}$.
Therefore $K^{*} \ni u \perp v \in K$.
Conversely, we suppose that $K^{*} \ni u \perp v \in K$.
Let $p$ be an arbitrary vector of $K$ then

$$
\begin{aligned}
\langle-u, p-v\rangle & =\langle-u, p\rangle+\langle-u,-v\rangle \\
& =-\langle u, p\rangle+\langle u, v\rangle \leq 0
\end{aligned}
$$

i.e. $-u \in N_{K}(v) \Leftrightarrow u \in-N_{K}(v)$.
which complete the proof.

From the above proposition $(D C P)$ is equivalent to finding $x(\cdot): I \longrightarrow H$ such that

$$
\left\{\begin{array}{l}
\dot{x}(t) \in-N_{K}(A x(t)+\alpha(t))+\int_{T_{0}}^{t} g(t, s, x(s)) d s \quad \text { a.e. } t \in I \\
x\left(T_{0}\right)=x_{0}, \quad A x_{0} \in K
\end{array}\right.
$$

We set $C(t):=K-\alpha(t)$ for all $t \in I$, and using the invariance of the normal cone by translation, so we see that the problem $(D C P)$ is equivalent to finding $x(\cdot): I \longrightarrow H$ satisfying

$$
\left\{\begin{array}{l}
\dot{x}(t) \in-N_{C(t)}(A x(t))+\int_{T_{0}}^{t} g(t, s, x(s)) d s \quad \text { a.e. } t \in I \\
x\left(T_{0}\right)=x_{0}, \quad A x_{0} \in C(0)
\end{array}\right.
$$

Clearly, all the assumptions of Theorem 2.2 .2 are satisfied and thus we obtain the existence and uniqueness of solution for $(D C P)$.

## Conclusion and future work

In this master's thesis we were proved the well posedness (in sence of existence and uniquness result) for the new variant of sweeping process which is degenerated by a linear bounded operator and involving an integral perturbation:

$$
\left\{\begin{array}{l}
-\dot{x}(t) \in N_{C(t)}(A x(t))+\int_{T_{0}}^{t} f(t, s, x(s)) d s \quad \text { a.e. } t \in\left[T_{0}, T\right] \\
x\left(T_{0}\right)=x_{0}, \quad A x_{0} \in C\left(T_{0}\right)
\end{array}\right.
$$

where the moving set $C(t)$ moved in an absolutely continuous way.
To reach this goal, we have provided a semi discretization sheme and proved it convergence to an absolutely continuous solution by using a new type of Gronwall inequality.

In the last, we suggest as future research to study this variant of sweeping process in the case where the set $C(t)$ not convex (r-prox).
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