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Contribution to the study of certain evolution problems

Abstract In this thesis, we are interested in the well-posedness of a new class of

differential inclusion driven by time-dependent subdifferential operators with inte-

gral perturbation in Hilbert space. In the first part, we handle some coupled systems

by such a class and fractional differential equations. This result is obtained using

Schauder’s fixed point theorem. In the second part, we establish the existence and

uniqueness of the solution to a system governed by a differential inclusion involving

the subdifferential operator with an integral perturbation and a non-convex per-

turbed sweeping process. Our approach is based on a discretization method. As an

application of this result, a Bolza-type problem in optimal control theory is therefore

studied.

Mathematics Subject Classifications. 34A60, 26A33, 34A08, 34G25, 47H10,

49J52, 49J53, 47J35, 28B20, 45J05.

Keywords. Differential inclusion, subdifferential operator, integral perturbation,

second-order, fixed point, fractional derivative, dynamical system, sweeping process,

r-prox regular moving set, optimal control.



Contribution à l’étude de certains problèmes d’évolution

Résumé Dans cette thèse, nous nous intéressons à l’existence et l’unicité de la

solution pour une nouvelle classe d’inclusions différentielles régies par des opéra-

teurs sous-différentiels dépendants du temps avec une perturbation intégrale, dans

un espace de Hilbert. Dans la première partie, nous traitons quelques systèmes

couplés par cette classe d’inclusion differentielle et des équations différentielles frac-

tionnaires. Ce résultat est obtenu en utilisant le théorème du point fixe de Schauder.

Dans la deuxième partie, nous établissons l’existence et l’unicité de la solution pour

un système gouverné par une inclusion différentielle régie par des opérateurs sous-

différentiels avec une perturbation intégrale et un processus de la rafle perturbé non

convexe. Notre approche est basé sur une méthode de discrétisation. Comme ap-

plication de ce résultat, un problème de type Bolza en théorie du contrôle optimal

à été étudié.

Mathematics Subject Classifications. 34A60, 26A33, 34A08, 34G25, 47H10,

49J52, 49J53, 47J35, 28B20, 45J05.

Mots clés. Inclusion différentielle, opérateur sous-différentiel, perturbation inté-

grale, second-ordre, point fixe, dérivée fractionnaire, système dynamique, processus

de la rafle, r-prox regulier, contrôle optimal.
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1

Introduction

Differential inclusions driven by the subdifferential operators have been discussed

in many works. The problem deals with the study of existence of absolutely contin-

uous solutions for the evolution problem −ẋ(t) ∈ ∂ϕ(t,x(t)) a.e. t ∈ I := [T0,T ],
x(T0) = x0 ∈ domϕ(T0, ·),

(1)

where ∂ϕ(t, ·) is the subdifferential of a time-dependent proper lower semi-continuous

convex function ϕ(t, ·) of a Hilbert space H into R∪{+∞}.

The investigation of such a class involves conditions on the Fenchel conjugate ϕ∗

or the Yosida approximation of ∂ϕ or the Moreau envelope ϕλ see e.g. [8], [22], [49],

[60], [61], [77] and [78].

Among the pioneers on the study of (1) is Peralba. He has established the well-

posedness of the solution for (1) (see [61]), under an assumption expressed in terms

of the conjugate function ϕ∗(t, ·) (Peralbas’s assumption):

9
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(H2) there is a ∈W 1,2
R+

(I) and a ρ-Lipschitz function k :H→ R+ verifying

ϕ∗(t,x)≤ ϕ∗(s,x) +k(x)|a(t)−a(s)| for all x ∈H, and s, t ∈ I.

In particular, the sweeping process (in the convex case) is problem (1), when ϕ

is the indicator function of a non-empty closed convex set C(t), that is, ∂ϕ(t, ·) =

NC(t)(·).

Later, many authors have added a perturbation (single-valued or set-valued map)

to the right member of the inclusion (1), see e.g. [47], [60], [66], [69], [70], [76].

In recent years, an integral perturbation has occurred in the sweeping process

called, integro-differential sweeping process, which has been investigated see e.g,

[16], [17], [18], [19], [40] and [52], while integro-differential inclusions for m-accretive

(or maximal monotone) operators have been studied in [25], [29].

In the light of the aforementioned works, our main concern in this thesis is

the class of first-order problem described by subdifferential operators with integral

perturbation

(FOP )

 −ẋ(t) ∈ ∂ϕ(t,x(t)) +
∫ t

0
f(t,s,x(s))ds a.e. t ∈ I := [0,1],

x(0) = x0 ∈ domϕ(0, ·),

under (H2) above, where f : I× I×H→H is a suitable map.

Then, by a reduction to the appropriate first order differential inclusion and an

adoption of the methods used in the study of (FOP ), we handle the second-order

problem

(SOP )

 −ẍ(t) ∈ ∂ϕ(t, ẋ(t)) +
∫ t
0 f(t,s,x(s), ẋ(s))ds a.e. t ∈ I,

x(0) = x0, ẋ(0) = v0 ∈ domϕ(0, ·).

So, in Section 1 and Section 2 of the third chapter, we study the well-posedness of

(FOP ) and (SOP ) by using Schauder’s fixed point theorem, this method has been

also used for integro-differential with m-accretive (or maximal monotone) operator

see [25], [29]. However, a discretization technique has been found in e.g. [17], [18]

for integro-differential sweeping process.
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Recent works on second-order problems of subdifferential type (under (H2)) have

been published in [65], [68]. See [2], [3] and [9] for some results concerning second

order evolution problems with other type of subdifferentials.

Nowadays, there is an intensive activity around the significant mathematical

advances in the subject of fractional differential theory and its applications, see [4],

[5], [6], [12], [26], [30], [48], [62], [71], among others. Actually, coupled systems driven

by evolution problems of subdifferential type and fractional differential equations

have been studied in [33] and [66]. We therefore try to establish new researches in

the novel setting of coupled fractional differential equations by evolution problems

involving subdifferentials with integral perturbations in the last part of the chapter.

The method used there is based on Schauder’s fixed point approach.

The first one concerns the fractional differential inclusion with nonlocal boundary

conditions 

−ẋ(t) ∈ ∂ϕ(t,x(t)) +
∫ t

0
f(t,s,u(s),x(s))ds a.e. t ∈ I,

Dαu(t) +λDα−1u(t) = x(t) a.e. t ∈ I,
Iβ0+u(t)|t=0 = 0, u(1) = Iγ0+u(1),
x(0) = x0 ∈ domϕ(0, ·),

where α∈]1,2], β ∈ [0,2−α], λ≥ 0, γ > 0, andDαu stands for the Riemann-Liouville

fractional derivative of u.

The second one deals with the fractional differential inclusion with integral boundary

conditions as follows

−ẋ(t) ∈ ∂ϕ(t,x(t)) +
∫ t

0
f(t,s,u(s),x(s))ds a.e. t ∈ I,

Dαu(t) = x(t) a.e. t ∈ I,
u(0) = 0, Dαu(0) = b,

Dα−1u(t) =
∫ t
0 x(s)ds+ b,

x(0) = x0 ∈ domϕ(0, ·).

However, related systems with maximal monotone operators (instead of subdiffer-

entials) have been discussed in [27], [28], [33]. For fractional order boundary prob-

lems involving differential inclusions governed by m-accretive operators, we refer the

reader to [25].
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We are interested in the last part of the third chapter in the following m-points

boundary problem, again by using schauder’s fixed point theorem, we show the

well-posedness of

−ẋ(t) ∈ ∂ϕ(t,x(t)) +
∫ t

0
f(t,s,u(s),x(s))ds a.e. t ∈ I,

ü(t) +γu̇(t) = x(t) a.e. t ∈ I,
u(0) = c, u(1) =∑m−2

i=1 αiu(ηi),
x(0) = x0 ∈ domϕ(0, ·).

Sweeping process was introduced by Jean-Jacques Moreau in the seventies via a

number of papers (see for instance [55], [56] and [57]), in the form
−ẋ(t) ∈NC(t)(x(t)) a.e. t ∈ [T0,T ],

x(T0) = x0 ∈ C(T0),
(2)

where NC(t)(·) denotes the normal cone of C(t) in the sense of convex analysis.

Application to elastoplasticity served as the primary source of motivation for Moreau

but over time, it has been clear that the sweeping process is crucial for a wide range

of applications to diverse issues in mechanics hysteresis system, traffic equilibria,

social and economic models, etc.

Indeed, there is a variety of methods for determining whether solutions to (2)

exist in the literature, catching-up method [54], regularization procedure [59], re-

duction to unconstrained differential inclusion [75]. For the first and the second

techniques, the well-posedness of the solution are obtained by using Gronwall in-

equality, the statement
d

dt
‖x(t)‖2 = 2〈ẋ(t),x(t)〉,

and the monotonocity of NC(t)(·) (or the hypomonotonicity when the set C(·) is

prox-regular).

In the fourth chapter, we deal with a perturbed coupled system governed by a

sweeping process and a time-dependent subdifferential with integral perturbation of
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the form

(CP )


−ẋ(t) ∈ ∂ϕ(t,x(t)) +

∫ t

T0
f(t,s,x(s),u(s))ds a.e. t ∈ I = [T0,T ],

−u̇(t) ∈NC(t)(u(t)) +g(t,x(t),u(t)) a.e. t ∈ I,
x(T0) = x0 ∈ domϕ(T0, ·), u(T0) = u0 ∈ C(T0),

where f : I× I×H×H→H and g : I×H×H→H are single-valued mappings.

Let us cite some examples on such a topic in the scientific literature: two sub-

smooth sweeping processes have been addressed by the authors of [7], who have

shown the existence of solutions for the coupled problem, while two prox-regular

sweeping processes have been discussed by using an appropriate mixed catching-up

technique and an application of the fixed point theorem of Schauder in [58]. In [13]

a system of a closed convex sweeping process and a differential inclusion by maxi-

mal monotone operators have been discussed. Whilst, two differential inclusions by

maximal monotone operators have been investigated in the recent contributions [46]

and [64].

In the last part of the fourth chapter, we consider the optimization problem

Minimize
∫ T

0
J0(t,x(t),u(t), z(t), ẋ(t), u̇(t), ż(t))dt,

over the set of controls z(·) and the corresponding solutions (x(·),u(·)) of

−ẋ(t) ∈ ∂ϕ(t,x(t)) +
∫ t

0
f(x(s),u(s))ds a.e. t ∈ [0,T ],

−u̇(t) ∈NC(t)(u(t)) +g(x(t),u(t), z(t)) a.e. t ∈ [0,T ],
z(·) ∈W 1,2

Rd (I),
x(0) = x0 ∈ domϕ(0, ·), u(0) = u0 ∈ C(0),

where the map f (resp. g) depends on two (resp. three) (time)-variables, the control

function z(·) acts in the perturbation g, and J0 is the cost functional.

By combining the properties of the solution set of the coupled controlled system

with the necessary assumptions on the cost functional J0, we succeed to show that

there are optimal solutions to the control problem of minimizing the cost functional

of Bolza type.
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It turns out that the class of perturbed sweeping processes including control

actions and optimization (or control problems governed by maximal monotone op-

erators) has attracted attention of many researchers, e.g. [1], [23], [24], [37], [38],

[39], [41], [42], [43]. Results corresponding to minimizing a Bolza type functional

have been developed by the authors in [16], for dynamical systems that are controlled

by integro-differential sweeping processes.

This thesis consists of four chapters. In chapter 2, we recall some important

preliminaries and auxiliary results. In chapter 3, we prove the well-posedness of

(FOP ), (SOP ) and some fractional problems. Chapter 4, is devoted to study (CP ),

and an application to a optimal control theory.

Chapter 3 has been the subject of publication [14], while chapter 4 has been

published in [67]. During the realization of this thesis, another manuscript has been

achieved in [15].

This work was carried out within the LMPA Laboratory (Laboratory of Pure and

Applied Mathematics) at the University of Jijel.
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In this chapter, we give the notations, definitions and some concepts of functional

analysis used throughout this thesis.

2.1 Notations, basic functions and usual spaces

In all that comes, we will adopt the following notations. Let H be a real separable

Hilbert space, 〈·, ·〉 its inner product and ‖ · ‖ its norm in H.

We denote by

• PS the projection onto the non-empty subset S of H.

• xn→ x the sequence (xn)n∈N converges strongly to x.

• xn⇀x the sequence (xn)n∈N converges weakly to x.

• liminf
n→∞ xn denotes the inferior limit and of the sequence (xn)n∈N.

• limsup
n→∞

xn denotes the superior limit of the sequence (xn)n∈N.

• BH [x,r] the closed ball of center x and radius r of the space H.

• BH the closed unit ball of center 0 and radius 1 of the space H.

• co(S) the closed convex hull of the set S.

• | · | denotes the absolute value.

Let X be a non-empty set

• P (X) the power set of X.

• L(X) the Lebesgue σ-algebra of X.

• B(X) the Borel σ-algebra of X.

• u̇ the derivative of the function u.
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• ⇔ the equivalence.

• ⇒ the implication.

• ∀ for all.

• ∃ there exists (∃! there is a unique).

• a.e. almost everywhere.

• i.e. identically equivalent.

• Re real part.

Let I := [T0,T ] such that 0≤ T0 < T <+∞ be an interval of R. Let p ∈ [1,+∞[ we

denote by

• LpH(I) the space of measurable maps x : I →H such that
∫
I ‖x(t)‖pdt < +∞

endowed with the usual norm ‖x‖Lp
H(I) = (

∫
I ‖x(t)‖pdt)

1
p .

• L∞H (I) the space of measurable maps x : I→H which are essentially bounded

endowed with the usual norm ‖x‖L∞
H (I) = inf{c≥ 0 : ‖x(t)‖ ≤ c a.e. in I}.

• W 1,p
H (I) the space of absolutely continuous in I such that u̇ ∈ LpH(I).

• Wm,p
H (I) the space of absolutely continuous functions in I with Dαu ∈ LpH(I)

such that ∀ α, |α| ≤m.

• CH(I) the space of continuous maps x : I → H endowed with the uniform

convergence norm ‖x‖∞ = sup
t∈I
‖x(t)‖.

Define the distance function d :H×H→ R+ by

d(a,b) = ‖a− b‖ for all a,b ∈H.

The distance of a to S of H is given by

d(a,S) = inf
b∈S
‖a− b‖.
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The indicator function of a subset S of H is defined by

ψS(y) =


0 if y ∈ S

+∞ if y /∈ S.

Define the support function by

δ∗(x,S) = sup
y∈S
〈y,x〉, ∀ x ∈H.

Let f :H→ R be a function, we denote by

dom(f) = {x ∈H : f(x)<+∞},

the effective domain of the function f . We say that f is proper if its effective domain

is non-empty.

The Gamma function is defined by

Γ(z) =
∫ +∞

0
tz−1 exp(−t)dt ∀z ∈ C, Re(z)> 0.

2.2 Some results of functional analysis

In this section we are going to review a few basic notions in functional analysis, we

define continuity, and compactness results. These results were taken from [10], [20],

[44], [73] and [74].

2.2.1 Continuity of applications

Let us now give the definitions of the continuity in metric spaces. Assume that

(X,dX),(Y,dY ) are two metric spaces.

Definition 2.2.1. A function f :X→ Y is continuous at a point x0 ∈X if and only

if

∀ε > 0 ∃ δ > 0 ∀x ∈X, dX(x0,x)< δ⇒ dY (f(x0),f(x))< ε.

The function f is continuous on X if it is continuous at every x ∈X.
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Proposition 2.2.1. (Sequentially continuous function)

Let f :X → Y be a function, then one has(
f continuous at a pointx0 ∈X

)
⇔

(
∀(xn)⊂ X : lim

n→∞xn =x0 ⇒ lim
n→∞f(xn) = f(x0)

)
.

Definition 2.2.2. (Lipschitz continuous function)

A function f :X→ Y is said to be Lipschitz-continuous if there exists a real constant

K such that,

∀x1,x2 ∈X : dY (f(x1),f(x2))≤KdX(x1,x2).

Any such K is referred to f as a Lipschitz constant for the function f .

If 0≤K ≤ 1, then, f is called a contraction.

Definition 2.2.3. (Upper semi continuous function)

A function f :X→R is called upper semi continuous at a point x0 ∈X if for every

real number y > f(x0) there exists a neighborhood V of x0 such that f(x)<y ∀x∈ V .

Equivalently f is upper semi continuous at x0 if and only if

limsup
x→x0

f(x)≤ f(x0).

Definition 2.2.4. (Lower semi continuous function)

A function f :X → R is called lower semi continuous at a point x0 ∈X if for every

real number y < f(x0) there exists a neighborhood V of x0 such that f(x)>y ∀x∈ V .

Equivalently f is lower semi continuous at x0 if and only if

liminf
x→x0

f(x)≥ f(x0).

Definition 2.2.5. (Absolutely continuous function)

A function f : [c,d]→X is absolutely continuous if for all ε > 0 there is δ > 0 such

that for any countable collection of disjoint sub-intervals [ck,dk] of [c,d] such that∑
k∈N(dk− ck)< δ, we have ∑k∈N dX(f(dk),f(ck))< ε.

Theorem 2.2.1. A function f : [c,d]→ X is absolutely continuous if and only if

there is an integrable function g : [c,d]→X verifying for all s ∈ [c,d]

f(s)−f(c) =
∫ s

c
g(r)dr.

In this case f is derivable almost everywhere and its derivative ḟ = g a.e.
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Definition 2.2.6. (Equi-continuous family of functions)

Let H be a family of functions f :X→ Y , H is equi-continuous at a point x0 ∈X if

∀ε > 0, ∃δ > 0, ∀x ∈X, ∀f ∈H, dX(x,x0)< δ ⇒ dY (f(x),f(x0))< ε.

The family H is equi-continuous if it equi-continuous at each point of X.

2.2.2 Some results on compactness in metric spaces

Now, we turn our attention to define some properties of compactness in metric

spaces.

Definition 2.2.7. A subset A ⊂X is called compact if every sequence in A has a

subsequence converging in A. The space (X,d) is compact if X is a compact set.

Proposition 2.2.2. Every compact set A in a metric space (X,d) is closed and

bounded.

Proposition 2.2.3. A closed subset A of a compact set K is compact.

Proposition 2.2.4. If X is a finite dimensional metric space, then a subset A of

X is compact if and only if it is closed and bounded.

Proposition 2.2.5. Let f : A→ Y be continuous function. Let A be a compact set

in a metric space X. Then one has, f(A) is compact in Y .

Definition 2.2.8. A relatively compact subset A of a metric space X is a subset

whose closure is compact.

Definition 2.2.9. (Relatively ball compact set)

We say that a subset A⊂X is relatively ball-compact if and only if its intersection

with any closed ball of X is relatively compact.

Theorem 2.2.2. (Ascoli-Arzelà theorem)

Let (X,dX) be a compact metric space and let (Y,dY ) be a complete metric space.

Then, a subset H is relatively compact in CY (X) if the following conditions hold true
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• H is equi-continuous;

• ∀x ∈X, H(x) = {f(x), f(·) ∈H} is relatively compact in Y .

We shall use the following consequence of Ascoli-Arzelà theorem.

Theorem 2.2.3. Let X be a finite dimensional Banach space. Let us consider a

sequence of absolutely continuous functions xk : I →X satisfying

• ∀t ∈ I, (xk(t))k is a relatively compact subset;

• there exists a non-negative function φ(·) ∈ L1
R(I) such that, for all t ∈ I :

‖ẋk(t)‖ ≤ φ(t).

Then, there exists a subsequence (denoted by (xk(·))) converging to an absolutely

continuous function x(·) : I →X in the sense that

• (xk(·)) converges uniformly to x(·) over compact subsets of I,

• (ẋk(·)) converges weakly to ẋ(·) in L1
X(I).

Theorem 2.2.4. (Schauder’s fixed point theorem)

Assume K is a closed, bounded, non-empty, convex subset of a Banach space F . Let

f : K →K be a map that is continuous. It follows that f has a fixed point if f(K)

is relatively compact.

2.2.3 Hilbert spaces

Definition 2.2.10. Let H be a vector space over the field K. Let 〈·, ·〉 :H×H→K

be a map, such that for all x,y,z ∈H and for all a,b ∈K, one has

• 〈ax+ by,z〉= a〈x,z〉+ b〈y,z〉;

• 〈x,y〉= 〈y,x〉;
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• 〈x,x〉= 0⇔ x= 0;

• 〈x,x〉 ≥ 0.

We say that 〈·, ·〉 is the inner product on H, and the couple (H,〈·, ·〉) is an inner

product space.

Corollary 2.2.1. Let (H,〈·, ·〉) be an inner product space and for all x ∈H: ‖x‖=√
〈x,x〉. Then, ‖·‖ is a norm on H called Hilbertian norm and (H,‖·‖) is a normed

vector space.

Definition 2.2.11. A Hilbert space is an inner product space (H,〈·, ·〉) complete

with respect to its Hilbertian norm.

Remark 2.2.1. If K = R, one calls that H is a real Hilbert space.

Theorem 2.2.5. (Cauchy-Schwartz)

Let (H,〈·, ·〉) be an inner product space. Then for all x,y ∈H, one has

|〈x,y〉| ≤ ‖x‖‖y‖.

Let us give the particular case of Cauchy-Schwartz inequality in L2
H(I) and Rn

respectively.

Let f,g ∈ L2
R(I), one has

∫
I
f(x)g(x)dx≤ (

∫
I
f(x)2dx)

1
2 (
∫
I
g(x)2dx)

1
2 .

Let x= (x1,x2, · · · ,xn),y = (y1,y2, · · · ,yn) ∈ Rn, one has

|
n∑
i=1

xiyi| ≤
( n∑
i=1

x2
i

) 1
2
( n∑
i=1

y2
i

) 1
2 .

Lemma 2.2.1. Let yj ∈ R , j = 1, · · · ,m. Then
(

m∑
j=1

yj

)2
≤m

m∑
j=1

y2
j .
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Proof. Let xj , yj ∈ R j = 1, · · · ,m. by using the inequality above(
m∑
j=1

xjyj

)2
≤
(

m∑
j=1

x2
j

)(
m∑
j=1

y2
j

)
.

Therefore, letting xj = 1 for all j = 1, · · · ,m, yields the required inequality.

Theorem 2.2.6. Let (H,〈·, ·〉) be a Hilbert space. Let A be a non-empty convex

closed subset in H, then

∀x ∈H ∃!y ∈ A : ‖x−y‖= d(x,A) = inf
z∈A
‖x− z‖,

y is the projection of x onto A, denoted PA(x).

Proposition 2.2.6. Let (H,〈·, ·〉) be a Hilbert space. Let A⊂H be a closed subvector

space in H and y ∈H, then we have

y = PA(x)⇔ 〈x−y,z〉= 0 ∀z ∈ A.

2.3 Weak topology and weak star topology

We give some definitions of the weak topology and weak star topology. For more

details we refer to [20] and [51].

2.3.1 Topological vector spaces

Definition 2.3.1. (Topological vector space)

Let θ be a topology defined on the vector space X such that

• ∀ x ∈X, {x} is closed;

• f :X×X→X defined by f(x,y) = x+y and the function g : R×X→X de-

fined by g(x) = λx are continuous with respect to θ×θ and τR×θ respectively.

Then, the couple (X,θ) is called a topological vector space.

Theorem 2.3.1. All topological vector spaces are Hausdorff.
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2.3.2 Weak topology

Let X be a set and let (Yi)i∈J be a collection of topological spaces and (fi)i∈J is a

collection of maps such that fi :X → Yi.

In this section, we want to define a weak topology on X that makes all the functions

(fi) (i ∈ J) continuous.

Corollary 2.3.1. The collection of all unions of finite intersection of sets of the

form f−1
i (Oi) where i ∈ J and Oi is an open set in Yi is a topology, it is called the

weak topology on X generated by (fi)i∈J , the functions (fi)i∈J are continuous for

this topology.

Definition 2.3.2. Let (X,‖ ·‖) be a real normed vector space, we denote by X ′ the

dual space of X endowed by

‖f‖X ′ = sup
f∈BX

|f(x)|, ∀f ∈X
′
.

Definition 2.3.3. (The weak topology)

Let f ∈X ′ and let

ψf :X → R

x 7→ ψf (x) = f(x) = 〈f,x〉X ′
,X .

The weak topology that makes all ψf continuous is called the weak topology on X,

and it is denoted by σ(X,X ′).

Proposition 2.3.1. The topology σ(X,X ′) is Hausdorff.

Proposition 2.3.2. Let (xn)n∈N be a sequence in X, then we have

• A sequence (xn)n∈N converges weakly to x if and only if ∀f ∈X ′ : lim
n→∞〈f,xn〉X ′

,X =

〈f,x〉X ′
,X .

• If (xn)n∈N is a sequence in X converging weakly to x then (‖xn‖)n∈N is bounded

and we have

‖x‖ ≤ liminf
n→∞ ‖xn‖.
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2.3.3 The weak star topology

Let (X,‖ ·‖) be a normed vector space, X ′ its dual and X ′′ its bidual endowed with

the norm

‖f‖X ′′ = sup
g∈B

X
′

|〈f,g〉X ′′
,X

′ |.

In X ′ we already have two topologies the strong topology τ‖·‖
X

′ and the weak topol-

ogy σ(X ′
,X

′′).

Now, we define the third topology on X ′ .

Definition 2.3.4. (Weak star topology)

Let x ∈X and let

ψx :X
′
→ R

f 7→ ψx(f) = 〈f,x〉X ′
,X .

The weak topology that makes all the function ψx continuous on X
′ is called the

weak star topology and is denoted by σ(X ′
,X).

Proposition 2.3.3. The space (X ′
,σ(X ′

,X)) is Hausdorff.

Proposition 2.3.4. Let (fn)n∈N be a sequence in X ′, then we have

• A sequence (fn)n∈N ⊂X
′ converges weakly to f if and only if

∀x ∈X : lim
n→∞〈fn,x〉X ′

,X = 〈f,x〉X ′
,X .

• If (fn)n∈N converges weakly to f , then (‖fn‖)n∈N is bounded and we have

‖f‖ ≤ liminf
n→∞ ‖fn‖X ′ .

Proposition 2.3.5. If X is a finite dimensional vector space then, one has

τ‖·‖
X

′ = σ(X
′
,X

′′
) = σ(X

′
,X).
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2.4 Convex analysis

This section is devoted to the definitions and some properties of convex analysis.

For more details see [10] and [34].

Definition 2.4.1. Let X be a vector space. Let A⊂X be a subset of X. Then one

has

A is convex ⇔
(
∀ a,b ∈ A, ∀ λ ∈ [0,1], λa+ (1−λ)b ∈ A

)
.

Definition 2.4.2. We define the simplex of Rn by

∆n =
{
v = (v1,v2, · · · ,vn) ∈ Rn; vi ≥ 0 and

n∑
i=1

vi = 1
}
.

Definition 2.4.3. Let X be vector space and assume that x1, · · · ,xn ∈ X. An

expression of the form ∑n
i=1 vixi is said to be a convex combination of the vectors

x1,x2, · · · ,xn such that v = (v1,v2, · · · ,vn) ∈∆n.

Definition 2.4.4. Let X be a vector space and let A⊂X be a subset of X. Then,

one has A is convex if and only if A is the set of its all convex combinations.

Definition 2.4.5. Let X be a vector space. Let A ⊂ X be a subset of X. The

convex hull of A which is denoted by co(A), is the intersection of all convex subsets

of X which contain A. In other words, co(A) is the smallest convex subset of X

containing A. If A is convex then co(A) = A.

Theorem 2.4.1. The closed convex hull of A can be formulated as

co(A) := {x ∈X, 〈x,x
′
〉 ≤ δ∗(x

′
,A) ∀ x

′
∈X

′
}.

Definition 2.4.6. Let X be a vector space and let f : X → R. The function f is

convex if and only if

∀a,b ∈ dom(f), ∀λ ∈ [0,1] : f(λa+ (1−λ)b)≤ λf(a) + (1−λ)f(b).

Definition 2.4.7. Let A be a subset of X. Then

• ψA is proper if and only if A 6= ∅;
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• ψA is convex if and only if A is convex;

• ψA is lower semi continuous if and only if A is closed.

2.5 Some compactness theory

In this section, we are going to expose some results which will be useful to us in our

existence results, see [10], [20] and [21].

Let (X,‖ · ‖) be a Banach space.

Theorem 2.5.1. (Banach-Alaoglu-Bourbaki)

The unit ball BX
′ is weakly star compact.

Proposition 2.5.1. Let A ∈X be a non-empty convex subset. Then, the subset A

is weakly closed in X if and only if it is strongly closed in X.

Theorem 2.5.2. (Banach-Mazur)

Let (xn)n∈N be a sequence of X which converges weakly to x. Then, there exists a

(yi)i∈N ⊂X, such that (yi) is a convex combination of the sequence (xn)n and (yi)

strongly converges to x.

Proposition 2.5.2. Let X be a separable normed vector space. Let A be a subset

of X ′ which is weakly star compact. Then, (A,σA(X ′
,X)) is metrizable. where

σA(X ′
,X) denotes the weak star topology of σ(X ′

,X) on A.

Remark 2.5.1. The space (X ′
,σ(X ′

,X)) is not metrizable becauseX ′ is not weakly

star compact.

Proposition 2.5.3. (Reflexive spaces)

Let X be a normed vector space. If X is reflexive, then, we identify X with X ′′.

Theorem 2.5.3. Let (X,‖ · ‖) be a Banach space. Then, X is reflexive if and only

if BX is weakly compact.
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Theorem 2.5.4. Let X be a reflexive Banach space and let (xn)n be a bounded

sequence in X. Then there exists a subsequence (xnk
)k that converges in the weak

topology σ(X,X ′).

2.6 Some notions of measure theory

In this section, we give some results on measurability. For more details we refer to

[72].

Definition 2.6.1. (σ−algebra)

Let X be an arbitrary set. A collection T of subsets of X is a σ−algebra on X if

• X ∈ T ,

• for each set B of T , the set X \B ∈ T ,

• ∀ n ∈ N, Bn ∈ T , one has ∪n∈NBn ∈ T .

Then, we call the couple (X,T ) a measurable space.

Lemma 2.6.1. Let (Tj)j∈J be a family of σ−algebras defined on X, then T =∩j∈JTj
is a σ−algebra on X.

Corollary 2.6.1. Let X be a set and let A be a family of subsets of X. Then there

is a smallest σ−algebra on X that contains A called the σ−algebra generated by A

and is denoted by σ(A).

Definition 2.6.2. (Borel σ−algebra)

The Borel σ−algebra on Rd is the σ−algebra on Rd generated by open sets of Rd

and it is denoted by B(Rd).

If X is a topological space, then the smallest σ−algebra on X is the Borel σ−algebra

denoted B(X).
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Definition 2.6.3. (Measurable function)

Let (X,T1), (Y,T2) be two measurable spaces. A function f : (X,T1)→ (Y,T2) is

said to be measurable if ∀B ∈ T2, f−1(B) ∈ T1.

If Y is a topological space then the measurable function f is called Borel function.

Definition 2.6.4. Let (X,T ) be a measurable space. Let Y be a metric space, then

an application f :X → Y is called Bochner measurable if f is a Borel function and

we have f(X) is separable.

Proposition 2.6.1. All continuous functions are measurable.

Definition 2.6.5. Let (X,T ) be a measurable space. A function µ : T → R+ such

that

• µ(∅) = 0,

• µ is σ−additive i.e. for each sequence (An)n of pairwise disjoint sets that

belongs to T , we have µ(∪n∈NAn) =∑∞
n=1µ(An).

Then the triplet (X,T ,µ) is often called a measure space.

If X is a topological space then the measure µ : B(X)→ R is called Borel measure.

Definition 2.6.6. Let (X,T ,µ) be a measure space, a property P is said to hold

almost everywhere in X if there exists a set N ∈ T with µ(N) = 0 and for all

x ∈X \N have the property P .

Definition 2.6.7. (Complete measure)

A measure space (X,T ,µ) is complete if and only if B ⊂ N ∈ T and µ(N) = 0⇒

B ∈ T (B is measurable).

Example 2.6.1. Denote by λ the Lebesgue complete measure defined by λ([a,b]) =

|b−a|, such that a,b ∈ R, and we note by dλ(t) = dt, for t ∈X.

Definition 2.6.8. (µ-integrable function)

A measurable function f : (X,T ,µ)→ (R,B(R),λ) is said to be a µ-integrable func-

tion if
∫
X |f(x)|dµ(x)<+∞.
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Definition 2.6.9. (Bochner integrable function)

Let (Y,‖ · ‖Y ) be a Banach space and let (X,T ,µ) be a measure space. A Bochner

measurable function f : (X,T ,µ)→Y is said to be Bochner integrable if
∫
X ‖f(x)‖Y dµ(x)<

+∞.

Theorem 2.6.1. (Lebesgue Dominated convergence theorem)

Let (X,T ,µ) be a measure space. Let (Y,‖ ·‖Y ) be a Banach space. Let 1≤ p <+∞

and (fn)n ⊂ LpY (X). Assume that

• (fn) converges µ-almost everywhere to f in X;

• there exists a non-negative function g(·) ∈ LpR(X) such that ‖fn(t)‖ ≤ g(t) µ-

a.e. t ∈X.

Then, f(·) ∈ LpY (X) and (fn)n converges to f in LpY (X), that is

lim
n→∞

∫
X
‖fn(t)−f(t)‖pY dµ(t) = 0.

2.7 Set valued maps

We give in this section some definitions and results concerning multi-applications

and maximal monotone operators, for a detailed study we can refer the reader to

[10], [11], [22] and [34].

2.7.1 Definitions and measurability of set valued maps

Definition 2.7.1. (Set valued map)

Let X and Y be two non-empty sets. A set valued map F :X ⇒ Y (or F :X→ 2Y

) is a map that associates with any x ∈X a subset F (x)⊂ Y .

• The subset

D(F ) = {x ∈X; F (x) 6= ∅}
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is called the domain of F .

• The subset

Im(F ) = {y ∈ Y ; ∃ x ∈D(F ), y ∈ F (x)}= ∪x∈XF (x)

is called the range of F .

• The subset

gph(F ) = {(x,y) ∈D(F )×Y, y ∈ F (x)}

is called the graph of F .

Definition 2.7.2. Let (X,T ) be a measurable space and (Y,d) be a metric space.

Let F :X ⇒ Y be a set valued map, we say that F is measurable if for all open set

V ∈ Y , F−1(V ) ∈ T such that

F−1(V ) = {x ∈X; F (x)∩V 6= ∅}.

Definition 2.7.3. (Selection)

Let F : X ⇒ Y be a set valued map. A selection of F is any function f : X → Y

that verifies f(x) ∈ F (x), ∀x ∈X.

Theorem 2.7.1. (Existence of measurable selections)

Let (X,T ,µ) be a measure space and (Y,d) be a separable complete metric space.

Assume that F : X ⇒ Y is a closed set valued map. If F is measurable then it

admits a measurable selection.

We define the set of measurable selections of F by

SF = {f :X → Y is measurable, f(x) ∈ F (x), µ−a.e.}

We define the set of L1-selections of F by

S1
F = {f ∈ L1

Y (X), f(x) ∈ F (x), µ−a.e.}

Proposition 2.7.1. Let (X,T ,µ) be a measure space and let Y be a Banach sepa-

rable space. Let Γ :X⇒ Y be a non-empty weakly compact convex multi-valued map

and let ψ :X ⇒ Y be a non-empty closed convex set valued. If for all z ∈ Y ′

δ∗(z,ψ(t))≤ δ∗(z,Γ(t)) µ−a.e..
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Then,

ψ(t)⊂ Γ(t) µ−a.e..

2.7.2 Integrals of set valued maps

Let (X,‖ · ‖) be a normed vector space.

Definition 2.7.4. Let F : I ⊂ R→X be a set valued map, then one has∫
I
F (t)dt=

{∫
I
f(t)dt/ f ∈ S1

F

}
.

Theorem 2.7.2. Let F : I ⊂ R→X be a set valued map, then one has

• F is integrably bounded if there exists h ∈ L1
R(I) such that

∀ f ∈ SF ‖f(t)‖ ≤ h(t) a.e. t ∈ I;

• F is Borel measurable if its graph is a Borel subset of I×X.

• If F is Borel measurable and integrably bounded then
∫
I F (t)dt is non-empty.

• If F is closed and integrably bounded then
∫
I F (t)dt is compact.

2.7.3 Maximal monotone operators

Definition 2.7.5. A set valued map A :H ⇒H is called monotone if

∀ x1,x2 ∈D(A), ∀yi ∈ A(xi), i= 1,2 : 〈y1−y2,x1−x2〉 ≥ 0.

A monotone set valued map is maximal if there is no often monotone set valued

map B whose graph contains strictly the graph of A.

Proposition 2.7.2. Let A be a maximal monotone operator, then,

• Its graph is strongly weakly closed in the sense that if xn converges to x in H

and if the sequence (yn) such that yn ∈ Axn converges weakly to y in H, then

y ∈ Ax.
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2.7.4 Subdifferentials

Let X be a Banach space endowed with ‖ · ‖ and the dual product 〈·, ·〉.

Definition 2.7.6. Let f :X → R∪{+∞} be a proper convex function. The subd-

ifferential of f which is denoted by ∂f(·) :X ⇒X
′ is defined for all x ∈X by

∂f(x) = {y ∈X
′
, f(x)−f(z)≤ 〈y,x− z〉 ∀z ∈X}.

• It is clear that ∂f(·) is a closed convex subset in X ′ .

• If f(x) = +∞ then ∂f(x) = ∅.

Theorem 2.7.3. Let f : X → R be a function, we define the Fenchel conjugate

function of f , f∗ :X ′ → R by

f∗(y) = sup
x∈X

(
〈y,x〉−f(x)

)
, y ∈X

′
.

Example 2.7.1. The Fenchel conjugate of the indicator function of S is the support

function of the subset S that is

ψ∗S(x) = δ∗(x,S).

Theorem 2.7.4. Let f :X → R be a proper function and let x ∈X, then

y ∈ ∂f(x)⇔ f∗(y) = 〈y,x〉−f(x).

Proposition 2.7.3. The subdifferential of a proper lower semi continuous and con-

vex function is a maximal monotone operator.

Definition 2.7.7. (Normal cone)

Let X be a normed vector space, and let S be a non-empty set of X, the normal

cone NS(·) is the subdifferential of the indicator function ∂ψS(·) and we have for all

x0 ∈X

NS(x0) = ∂ψS(x0) = {y ∈X
′
, 〈y,x−x0〉, ∀ x ∈ S}.

If S is non-empty closed convex set then NS(·) is a maximal monotone operator.
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2.8 Normal cones of non-convex sets

In this part, we are going to establish some important regularity properties of prox-

regular sets, see [36] and [63].

Definition 2.8.1. The proximal, the limiting and Clarke normal cones are defined

by

• The proximal normal cone is defined by (see [50])

NP
S (x) := {y ∈H,〈y,z−x〉 ≤M‖z−x‖2 for all z ∈ S∩BH [x,r]}.

• The limiting normal cone (or Mordukhovich normal cone see [53]) is given by

NL
S (x) = {y ∈H : yn→ y weakly, yn ∈NP

S (xn), xn→ x strongly in S}.

• The Clarke normal cone is given by

NC
S (x) = coNL

S (x).

Definition 2.8.2. (Prox regular set)

For a fixed r > 0, the closed set S is r-prox regular (or uniformly prox regular with

constant 1
r ) if and only if each point x in the r-enlargement of S

Ur(S) = {y ∈H : d(y,S)< r},

has a unique nearest point PS(x) and the mapping PS(·) is continuous in Ur(S).

Proposition 2.8.1. Let S be a closed set in H. The followings are equivalent

1) S is r-prox-regular.

2) For all x ∈ S and z ∈NL
S (x), we have

〈z,y−x〉 ≤ ‖z‖2r ‖y−x‖
2 ∀y ∈ S. (2.8.1)

3) (Hypo-monotonocity) For all x1,x2 ∈ S,y1 ∈ NL
S (x1),y2 ∈ NL

S (x2) and y1,y2 ∈

BH [0, r], we have

〈y1−y2,x1−x2〉 ≥ −‖x1−x2‖2.
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Proposition 2.8.2. If S is r-prox regular, then for any x ∈ S, the normal cones

defined above coincide and we denote NS(x), i.e.

NS(x) =NP
S (x) =NL

S (x) =NC
S (x).

Definition 2.8.3. (The Clarke directional derivative)

Let f : H → R be Lipschitz near x ∈ H. The Clarke directional derivative of f at

x ∈H in the direction y ∈H is given by (see [35])

f◦(x,y) = limsup
z→xt↓0

f(z+ ty)−f(z)
t

.

Definition 2.8.4. (The Clarke subdifferential)

The Clarke subdifferential of f at x ∈H is given by

∂Cf(x) = {y ∈H : 〈y,z〉 ≤ f◦(x;z) ∀z ∈H}.

Definition 2.8.5. (The proximal subdifferential)

Denote ∂P f(x) the proximal subdifferential of f at x∈H. The vector z ∈H belongs

to ∂P f(x) if there exist real numbers α,β > 0 where

f(y)−f(x) +α||y−x||2 ≥ 〈z,y−x〉 ∀y ∈BH [x,β].

Proposition 2.8.3. For all x ∈H, one has

∂P f(x)⊂ ∂Cf(x).

Let us recall these useful relationships between normal cones and subdifferentials.

Proposition 2.8.4. For all non-empty closed subset S of H and all x ∈ S, we have

∂Pd(x,S) =NP
S (x)∩BH (2.8.2)

∂Cd(x,S)⊂NC
S (x)∩BH . (2.8.3)

If S is r-prox regular, from (2.8.2)-(2.8.3), and the equality between proximal and

Clarke normal cones, it is readily seen that for any x ∈ S

∂Pd(x,S) = ∂Cd(x,S).
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2.9 Some extra results

In this part, we are going to recall and present several significant results that will

be used in this thesis.

We need the following lemma (see Lemma A.5 [22]).

Lemma 2.9.1. Let g ∈ L1
R+(I) and let β ∈ R+. If a continuous function h : I → R

satisfies
1
2h

2(t)≤ 1
2β

2 +
∫ t

0
g(s)h(s)ds for all t ∈ I.

Thereafter, we get

|h(t)| ≤ β+
∫ t

0
g(s)ds for all t ∈ I.

We recall the following theorem taken from [32], adapted to the context of our

study.

Theorem 2.9.1. Let f : I ×H×H → H be a measurable and integrable function.

Let un : I →H be a sequence of measurable mappings such that un(t) converges to

u(t) for all t∈ I and let xn : I→H be an integrable sequence which converges weakly

to x in L1
H(I).

If f(t,u, ·) is convex for all (t,u) ∈ I×H, and f(t, ·, ·) is lower semi-continuous for

all t ∈ I. Then, one has

liminf
n→∞

∫
I
f(t,un(t),xn(t))dt≥

∫
I
f(t,u(t),x(t))dt.

Recalling Gronwall’s lemma in its discrete form.

Lemma 2.9.2. Let α ∈R+. Let (γi) and (ηi) be sequences in R+, such that

ηi+1 ≤ α+
i∑

k=0
γkηk for all i ∈ N.

Then, one writes

ηi+1 ≤ αexp
( i∑
k=0

γk

)
for all i ∈ N.
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We end this section by recalling the Gronwall-like differential inequality proved

in [17].

Lemma 2.9.3. Let y : I → R be a non-negative absolutely continuous function and

let h1,h2,g : I → R+ be non-negative integrable functions. Suppose for some ε > 0

ẏ(t)≤ g(t) + ε+h1(t)y(t) +h2(t)(y(t))
1
2

∫ t

T0
(y(s))

1
2ds a.e. t ∈ I.

Then, for all t ∈ I, we get

(y(t))
1
2 ≤ (y(T0) + ε)

1
2 exp

(∫ t

T0
(h(s) + 1)ds

)
+ ε

1
2

2

∫ t

T0
exp

(∫ t

s
(h(r) + 1)dr

)
ds

+ 2
[(∫ t

T0
g(s)ds+ ε

) 1
2
− ε

1
2 exp

(∫ t

T0
(h(r) + 1)dr

)]

+ 2
∫ t

T0

(
h(s) + 1

)
exp

(∫ t

s
(h(r) + 1)dr

)(∫ s

T0
g(r)dr+ ε

) 1
2
ds,

where h(t) = max
(
h1(t)

2 , h2(t)
2

)
a.e. t ∈ I.
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3.1 Introduction

The focus of this chapter is the analysis of coupled systems with fractional differential

equations and subdifferentials with integral perturbation. We address a new class

of first-order problems formulated by

(FOP )

 −ẋ(t) ∈ ∂ϕ(t,x(t)) +
∫ t

0
f(t,s,x(s))ds a.e. t ∈ I := [0,1],

x(0) = x0 ∈ domϕ(0, ·),

where ∂ϕ(t, ·) stands for the subdifferential of a proper, lower semi-continuous, con-

vex function ϕ(t, ·) from a real separable Hilbert space H into [0,+∞], its effective

domain is denoted by domϕ(t, ·) (for each t ∈ I). We impose an assumption that

involves conjugate function of ϕ (see (H2)). The map f : I × I ×H → H is mea-

surable, Lipschitz with respect to its third variable on bounded subsets of H, and

verifying a suitable linear growth condition.

We establish the well-posedness result to (FOP ) by using Schauder’s fixed point

theorem.

Then, we state the existence result to the second-order problem with integral per-

turbation

(SOP )

 −ẍ(t) ∈ ∂ϕ(t, ẋ(t)) +
∫ t
0 f(t,s,x(s), ẋ(s))ds a.e. t ∈ I,

x(0) = x0, ẋ(0) = v0 ∈ domϕ(0, ·),

by a reduction to the appropriate first-order differential inclusion and an adoption

of the methods utilized in the study of (FOP ).

Our goal in the chapter’s last topic is to prove novel results about evolution problems

involving subdifferentials with integral perturbations in the new setting of coupled

fractional differential equations. The first one is concerned with nonlocal boundary

conditions along with the following fractional differential inclusion

−ẋ(t) ∈ ∂ϕ(t,x(t)) +
∫ t

0
f(t,s,u(s),x(s))ds a.e. t ∈ I,

Dαu(t) +λDα−1u(t) = x(t) a.e. t ∈ I,
Iβ0+u(t)|t=0 = 0, u(1) = Iγ0+u(1),
x(0) = x0 ∈ domϕ(0, ·),
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where α∈]1,2], β ∈ [0,2−α], λ≥ 0, γ > 0, andDαu stands for the Riemann-Liouville

fractional derivative of u.

In order to apply the fixed point theorem, our method combines the existence result

to (FOP ) with the topological characteristics of the solution set to the fractional

differential equation above (see [26]).

In the same spirit, we are able to develop further researches regarding other variants

of coupled systems by relying on the previously given arguments and the structure

of the solution set to some differential equations.

3.2 Main result

In this chapter, an interval of R, I := [0,1] is considered, and H is a real separable

Hilbert space.

We impose these assumptions in the sequel.

Consider the map ϕ : I×H→ [0,+∞] such that

(H1) the function x 7→ ϕ(t,x) is convex, proper, and lower semi-continuous for each

t ∈ I;

(H2) there is a ∈W 1,2
R+

(I) and a ρ-Lipschitz function k :H −→ R+, such that

ϕ∗(t,x)≤ ϕ∗(s,x) +k(x)|a(t)−a(s)| for every (t,s,x) ∈ I× I×H,

(H3) the set domϕ(t, ·) is ball-compact for all t∈ I. This means that for anyM > 0,

the set {x ∈ domϕ(t, ·) : ‖x‖ ≤M} is compact for every t ∈ I.

(H4) Suppose that for every t ∈ I, there is a measurable convex compact multi-

valued map X : I ⇒H, and for every t ∈ I, domϕ(t, ·)⊂X(t)⊂MBH .

Consider a map f : I× I×H→H such that

(i) f(·, ·,x) is measurable on I× I, for every x ∈H;

(ii) there is a function α(·, ·) ∈ L2
R+(I× I) such that

‖f(t,s,x)‖ ≤ α(t,s)(1 +‖x‖) for all (t,s,x) ∈ I× I×H;
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(iii) for all η > 0, there is βη(·) ∈ L2
R+(I) such that for every (t,s) ∈ I× I, for any

x,y ∈BH [0,η]

||f(t,s,x)−f(t,s,y)|| ≤ βη(t)||x−y||.

Consider the map f : I× I×H×H→H such that

(j) f(·, ·,x,y) is measurable on I× I, for any (x,y) ∈H×H;

(jj) there is a function κ(·, ·) ∈ L2
R+(I × I) such that for any (t,s) ∈ I × I and for

every (x,y) ∈H×H

‖f(t,s,x,y)‖ ≤ κ(t,s)(1 +‖x‖+‖y‖);

(jjj) for all η > 0, there is a function δη(·) ∈ L2
R+(I) such that for any (t,s) ∈ I× I

and for all x,y,u,v ∈BH [0,η]

‖f(t,s,u,x)−f(t,s,v,y)‖ ≤ δη(t)(‖u−v‖+‖x−y‖).

The well-posedness theorem is taken from [61].

Theorem 3.2.1. Consider the map ϕ : I×H→ [0,+∞] that fulfills (H1)-(H2).

Assume x0 ∈ domϕ(0, ·). Thus, the differential inclusion −ẋ(t) ∈ ∂ϕ(t,x(t)) a.e. t ∈ I,
x(0) = x0 ∈ domϕ(0, ·),

admits a unique absolutely continuous solution x(·) on I with x(t) ∈ domϕ(t, ·) for

all t ∈ I.

Let us now denote the maximal monotone operator in H associated with ∂ϕ(t, ·),

t ∈ I, by A(t) := ∂ϕ(t, ·) such that ϕ fulfills (H1) and (H2).

Let us define the operator A : L2
H(I) ⇒ L2

H(I) by

Ax= {y ∈ L2
H(I) : y(t) ∈ A(t)x(t) a.e.}.

Then, Theorem 3.2.1 ensures that A is well defined, the differential inclusion

−ẋ(t) ∈ A(t)x(t) = ∂ϕ(t,x(t)) a.e. t ∈ I, x(0) = x0 ∈ domϕ(0, ·),
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has a unique absolutely continuous solution.

According to [61], the operator A has the following properties.

Proposition 3.2.1. Let A(t) = ∂ϕ(t, ·) for every t ∈ I, where ϕ fulfills (H1)-(H2).

One remarks that

(J ) A is maximal monotone.

(JJ ) Given two sequences in L2
H(I), (xn)n and (yn)n, such that yn(t) ∈ A(t)xn(t)

a.e. t ∈ I, the sequence (xn)n strongly converges to x, while (yn)n converges weakly

to y in L2
H(I). Then, one deduces y(t) ∈ A(t)x(t) a.e. t ∈ I.

We need the following proposition [70].

Proposition 3.2.2. Let the assumptions of Theorem 3.2.1 be satisfied. If y ∈L2
H(I)

and x0 ∈ domϕ(0, ·), then the system −ẋ(t) ∈ ∂ϕ(t,x(t)) +y(t) a.e. t ∈ I,
x(0) = x0 ∈ domϕ(0, ·),

has a unique absolutely continuous solution x(·) such that its derivative ẋ(·) fulfills
∫ 1

0
‖ẋ(t)‖2dt≤ σ‖y‖2L2

H(I) +d, (3.2.1)

where the constants d, σ > 0 are

d= (k2(0) + 3(ρ+ 1)2)
∫ 1

0
ȧ2(t)dt+ 2[1 +ϕ(0,x0)], (3.2.2)

σ = k2(0) + 3(ρ+ 1)2 + 4. (3.2.3)

3.2.1 First-order problem of subdifferential with integral

perturbation

Now, we are able to show the main result of this section concerning the well-

posedness of (FOP ).
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Theorem 3.2.2. Define a map ϕ : I×H → [0,+∞] such that (H1)-(H2)-(H3) are

satisfied. Assume there exists a map f : I × I ×H → H that satisfies (i)-(ii)-(iii).

Then, there is a unique absolutely continuous solution x(·) to (FOP ) for any x0 ∈

domϕ(0, ·). Moreover, there are constants L,M > 0 that depend on α(·, ·), ϕ(0,x0),

k, ρ, and ȧ(·) with∫ 1

0
‖ẋ(t)‖2dt≤ L and ‖x(t)‖ ≤M for every t ∈ I. (3.2.4)

Proof. Existence. As guaranteed by Theorem 3.2.1, let x : I →H be the unique

absolutely continuous solution to the differential inclusion −ẋ(t) ∈ ∂ϕ(t,x(t)) a.e. t ∈ I,
x(0) = x0 ∈ domϕ(0, ·).

Given the differential equation

ż(t) =
∫ t

0
α(t,s)(1 + z(s))ds a.e. t ∈ I with z(0) = sup

t∈I
‖x(t)‖. (3.2.5)

Let z : I→R+ be the unique absolutely continuous solution of (3.2.5). Let us define

the convex σ(L2
H(I),L2

H(I))-compact set Y by

Y := {y ∈ L2
H(I) : ‖y(t)‖ ≤ ż(t) a.e. t ∈ I}.

The unique absolutely continuous solution to the differential inclusion −ẋy(t) ∈ ∂ϕ(t,xy(t)) +y(t) a.e. t ∈ I,
xy(0) = x0 ∈ domϕ(0, ·),

(3.2.6)

guaranteed by Proposition 3.2.2 is denoted by xy for any y ∈ Y . Observe that for

every t ∈ I

1
2
d

dt
‖xy(t)−x(t)‖2 = 〈xy(t)−x(t), ẋy(t)− ẋ(t)〉

≤ 〈y(t),x(t)−xy(t)〉

≤ ‖y(t)‖‖xy(t)−x(t)‖,

by monotonocity of ∂ϕ(t, ·). The result of integration gives

1
2‖xy(t)−x(t)‖2 ≤

∫ t

0
‖y(s)‖‖xy(s)−x(s)‖ds.
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Applying Lemma 2.9.1 yields

‖xy(t)−x(t)‖ ≤
∫ t

0
‖y(s)‖ds.

The latter estimate may be simplified using (3.2.5)

‖xy(t)‖ ≤ z(0) +
∫ t

0
ż(s)ds= z(t). (3.2.7)

Assumption (ii) and (3.2.7) allow to write for each y ∈ Y

‖
∫ t

0
f(t,s,xy(s))ds‖ ≤

∫ t

0
‖f(t,s,xy(s))‖ds≤

∫ t

0
α(t,s)(1 +‖xy(s)‖)ds

≤
∫ t

0
α(t,s)(1 + z(s))ds= ż(t). (3.2.8)

The map Ψ, for each y ∈ Y , will be defined as follows:

Ψ(y)(t) =
∫ t

0
f(t,s,xy(s))ds for all t ∈ I.

Let us use the σ(L2
H(I),L2

H(I))-topology to equip Y . Remember that Y is con-

vex σ(L2
H(I),L2

H(I))-compact. Since H is separable, Y is convex σ(L2
H(I),L2

H(I))-

compact metrizable by Proposition 2.5.2. The estimate (3.2.8) proves that Ψ(y)∈Y ,

then, Ψ : Y →Y . Let’s now verify that Ψ is continuous. In order to achieve this, we

show that it is sequentially σ(L2
H(I),L2

H(I))-continuous on Y .

Assume that a sequence (yn) ⊂ Y , σ(L2
H(I),L2

H(I))-converges to y ∈ Y . Then, the

estimate (using (3.2.1) with the same constants d and σ given by (3.2.2) and (3.2.3))

sup
n∈N

∫ 1

0
‖ẋyn(t)‖2dt≤ σ‖ż‖2L2

R(I) +d= L, (3.2.9)

is satisfied by the absolutely continuous solution xyn associated with yn to the evo-

lution problem  −ẋyn(t) ∈ ∂ϕ(t,xyn(t)) +yn(t) a.e. t ∈ I, yn ∈ Y ,
xyn(0) = x0 ∈ domϕ(0, ·).

It results from the Cauchy-Schwartz inequality and the absolute continuity of xyn

sup
n∈N
‖xyn(t)‖ ≤ ‖x0‖+L

1
2 =M for all t ∈ I. (3.2.10)
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Considering assumption (H3), one may conclude that (xyn(t)) is relatively compact

in H, for each t ∈ I, since xyn(t) ∈ domϕ(t, ·). The equi-continuity of (xyn(·)) is

evident. In fact, let t,s ∈ I, such that |t− s| ≤ δ, then

‖xyn(t)−xyn(s)‖= ‖
∫ t

s
ẋyn(z)dz‖ ≤

∫ t

s
‖ẋyn(z)‖dz ≤ (L|t− s|)

1
2 < ε.

Thus for δ = ε2

L one has (xyn(·)) is equi-continuous. According to Theorem 2.2.2,

there exists a map v ∈ CH(I), with v(0) = x0 such that (xyn) uniformly converges

in CH(I) to v, up to a subsequence that we do not relabel. By combining this with

(3.2.9), one can use Theorem 2.5.4 to deduce that (ẋyn) σ(L2
H(I),L2

H(I))-converges

to v̇. Proposition 3.2.1 therefore yields

−v̇(t) ∈ ∂ϕ(t,v(t)) +y(t) a.e. t ∈ I,

and it follows from the uniqueness xy = v. This establishes that in CH(I), (xyn)

uniformly converges to xy.

Consider g ∈ L2
H(I). By (3.2.8), note that∣∣∣∣∣

〈
g(t),

∫ t

0
f(t,s,xyn(s))ds

〉∣∣∣∣∣≤ ż(t)‖g(t)‖, (3.2.11)

such that the map t 7→ ż(t)‖g(t)‖ ∈ L1
R(I).

Making use of (ii) and (3.2.10), note that for every n ∈ N

‖f(t,s,xyn(s))‖ ≤ α(t,s)(1 +M) for all (t,s) ∈ I× I.

In view of (iii) and (3.2.10), there exists βM (·) ∈ L2
R(I) such that

||f(t,s,xyn(s))−f(t,s,xy(s))|| ≤ βM (t)||xyn(s)−xy(s)|| for all (t,s) ∈ I× I.

Observing that (xyn(·)) uniformly converges to xy(·), Theorem 2.6.1, therefore pro-

duces

‖
∫ t

0
f(t,s,xyn(s))ds−

∫ t

0
f(t,s,xy(s))ds‖ ≤

∫ t

0
‖f(t,s,xyn(s))−f(t,s,xy(s))‖ds

≤
∫ t

0
βM (t)‖xyn(s)−xy(s)‖ds→ 0 as n→∞.

In addition to (3.2.11), this involves

lim
n→∞

∫ 1

0

〈
g(t),

∫ t

0
f(t,s,xyn(s))ds

〉
dt=

∫ 1

0

〈
g(t),

∫ t

0
f(t,s,xy(s))ds

〉
dt,
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adopting Theorem 2.6.1. The σ(L2
H(I),L2

H(I))-convergence is shown by this.

Therefore, (Ψ(yn)) σ(L2
H(I),L2

H(I))-converges to Ψ(y). More precisely Ψ : Y → Y

is continuous with regard to the σ(L2
H(I),L2

H(I))-topology (see Proposition 2.2.1).

The fixed point theorem of Schauder (see Theorem 2.2.4) states that Ψ has a fixed

point, y = Ψ(y). The existence of an absolutely continuous solution to (FOP ) is

thus justified.

The desired estimates in (3.2.4) are obtained by passing to the limit in (3.2.9) and

(3.2.10) (invoking the previous different convergences).

Uniqueness. Let (FOP ) have two solutions, x1(·) and x2(·). The monotonicity of

∂ϕ(t, ·) implies that

d

dt
‖x2(t)−x1(t)‖2 ≤

〈∫ t

0
f(t,s,x1(s))ds−

∫ t

0
f(t,s,x2(s))ds,x1(t)−x2(t)

〉
.

(3.2.12)

As ‖x1(t)‖ ≤M and ‖x2(t)‖ ≤M , in addition to (iii), there is βM (·) ∈ L2
R(I) such

that for every t ∈ I

||f(t,s,x1(s))−f(t,s,x2(s))|| ≤ βM (t)||x1(s)−x2(s)|| for all (t,s) ∈ I× I.

Therefore returning to (3.2.12), it comes

d

dt
‖x2(t)−x1(t)‖2 ≤ ‖x2(t)−x1(t)‖

∫ t

0
βM (t)‖x2(s)−x1(s)‖ds.

The uniqueness of the solution to (FOP ) is ensured by applying Lemma 2.9.3 with

ε > 0, which arbitrary provides x1 = x2.

3.2.2 Second-order problem of subdifferential type with in-

tegral perturbation

One result regarding (SOP ) is given in the present subsection.

Theorem 3.2.3. Assume that the map ϕ : I ×H → H satisfies (H1)-(H2)-(H4).

Consider a map f : I×I×H×H→H that satisfies (j)-(jj)-(jjj). Then, there exists

an absolutely continuous solution for every (x0,v0) ∈H×domϕ(0, ·), (x,v) : I→H
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to the coupled system
−v̇(t) ∈ ∂ϕ(t,v(t)) +

∫ t
0 f(t,s,x(s),v(s))ds a.e. t ∈ I,

x(t) = x0 +
∫ t
0 v(s)ds a.e. t ∈ I,

v(0) = v0 ∈ domϕ(0, ·).

In other words, the second-order problem (SOP ) has a W 2,2
H (I)-solution x(·).

Proof. Let us define fy for every continuous map y : I →H as follows:

for each (t,s,v) ∈ I× I×H, fy(t,s,v) := f(t,s,y(s),v).

The measurable behavior of fy(·, ·,v) on I× I is evident from (j). Besides, consid-

ering (jj) for all (t,s,v) ∈ I× I×H, one obtains

‖fy(t,s,v)‖ ≤ κ(t,s)(1 +‖y(s)‖+‖v‖),

so that, there exists κ1(·, ·) ∈ L2
R(I× I) such that

‖fy(t,s,v)‖ ≤ κ1(t,s)(1 +‖v‖).

Furthermore, given (jjj) for some η > 0, there exists δη(·) ∈ L2
R(I) such that, for all

(t,s) ∈ I× I, and for all u,v,y(s) ∈BH [0,η],

‖fy(t,s,u)−fy(t,s,v)‖= ‖f(t,s,y(s),u)−f(t,s,y(s),v)‖ ≤ δη(t)‖u−v‖.

Thus, Theorem 3.2.2 guarantees that the evolution problem

(Py)

 −v̇y(t) ∈ ∂ϕ(t,vy(t)) +
∫ t
0 fy(t,s,vy(s))ds a.e. t ∈ I,

vy(0) = v0 ∈ domϕ(0, ·),

has an only one, absolutely continuous solution vy, with
∫ 1
0 ‖v̇y(t)‖2dt≤ L for some

L> 0 and ‖vy(t)‖ ≤M for all t ∈ I, according to (H4). The closed convex subset Y

in the Banach space CH(I) is now being considered by

Y := {xg : I →H : xg(t) = x0 +
∫ t

0
g(s)ds, g ∈ S1

MBH
}.

For the closedness of Y , we suppose that (xgn)n is a sequence in Y , which uniformly

converges to some w and we show that w ∈ Y .

Let (xgn)⊂Y , one implies that gn ∈ S1
MBH

, hence there exists g ∈ S1
MBH

such that

gn⇀ g in L1
H(I),



3.2. Main result 50

then,

〈x0 +
∫ t

0
gn(s)ds,φ〉 → 〈x0 +

∫ t

0
g(s)ds,φ〉 ∀φ ∈H.

Hence (xgn(t))n converges weakly to xg(t) in H for all t ∈ I, by the uniqueness of

the limit one gets xg = w. The set Y is therefore closed in CH(I).

Define the map Λ by

Λ(y)(t) = x0 +
∫ t

0
vy(s)ds, for all t ∈ I and y ∈ Y ,

with vy representing the unique absolutely continuous solution to (Py). It is observed

that Λ(y) ∈ Y .

Given vy(t) ∈ domϕ(t, ·), (H4) implies that vy(t) ∈ X(t) for every t ∈ I. Keep in

mind that the multi-valued map X has convex compact values and it is measurable,

integrably bounded (see (H4)). Thus, one obtains for any y ∈ Y

Λ(y)(t) ∈ x0 +
∫ t

0
X(s)ds.

As s 7→X(s) is an integrably bounded multi-valued map with convex compact values,

one deduces that Λ(Y)(t) is relatively compact in H for each t ∈ I since the right

member of the inclusion is compact-valued by Theorem 2.7.2.

Let’s prove the equi-continuity of the set Λ(Y) in CH(I). Let t,s ∈ I such that

|t− s|< δ, let y ∈ Y , then

‖Λ(y)(t)−Λ(y)(s)‖= ‖
∫ t

s
vy(z)dz‖ ≤M |t− s|< ε,

so that there exists δ = ε
M such that λ(Y) is equi-continuous in CH(I).

The set Λ(Y) is therefore relatively compact in CH(I) by applying Theorem 2.2.2.

Verifying the continuity of Λ : Y →Y is the last requirement.

Assume that the sequence (yn)n ⊂Y converges uniformly to y in Y . Then, for every

n, the absolutely continuous solution to −v̇yn(t) ∈ ∂ϕ(t,vyn(t)) +
∫ t
0 f(t,s,yn(s),vyn(s))ds a.e. t ∈ I,

vyn(0) = v0 ∈ domϕ(0, ·),

vyn associated with yn fulfills
∫ 1
0 ‖v̇yn(t)‖2dt≤ L and ‖vyn(t)‖ ≤M , t ∈ I.

Considering assumption (H4), one can infer that (vyn(t)) is relatively compact in H,
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for each t ∈ I, since vyn(t) ∈ domϕ(t, ·). The equi-continuity of (vyn(·)) is evident.

Indeed, let t,s ∈ I such that |t− s|< δ

‖vyn(t)−vyn(s)‖= ‖
∫ t

s
v̇yn(z)dz‖ ≤ (L|t− s|)

1
2 < ε,

so that, there exists δ = ε2

L such that (vyn(·)) is equi-continuous. According Theo-

rem 2.2.2, there exists a map v ∈ CH(I), such that (vyn) uniformly converges to

v in CH(I), with v(0) = v0, up to a subsequence that we do not relabel, since

sup
n

∫ 1
0 ‖v̇yn(t)‖2dt ≤ L, one can derive the conclusion that (v̇yn) σ(L2

H(I),L2
H(I))-

converges to v̇ by applying Theorem 2.5.4.

According to (jj), observe that

‖f(t,s,yn(s),vyn(s))‖ ≤ κ(t,s)(1 +‖x0‖+ 2M) for all (t,s) ∈ I× I.

Remark that, for any g ∈ L2
H(I)∣∣∣∣∣

〈
g(t),

∫ t

0
f(t,s,yn(s),vyn(s))ds

〉∣∣∣∣∣≤ (1 +‖x0‖+ 2M)‖g(t)‖
∫ t

0
κ(t,s)ds, (3.2.13)

where the map t 7→ (1 +‖x0‖+ 2M)‖g(t)‖
∫ t
0 κ(t,s)ds is integrable.

Set that M1 =M +‖x0‖. The map, δM1(·) ∈ L2
R(I) exists in view of (jjj), so that

||f(t,s,yn(s),vyn(s))−f(t,s,y(s),v(s))|| ≤ δM1(t)(||yn(s)−y(s)||+ ||vyn(s)−v(s)||)

for all (t,s) ∈ I× I. Then, Theorem 2.6.1 entails

‖
∫ t

0
f(t,s,yn(s),vyn(s))ds−

∫ t

0
f(t,s,y(s),v(s))ds‖

≤
∫ t

0
‖f(t,s,yn(s),vyn(s))−f(t,s,y(s),v(s))‖ds

≤
∫ t

0
δM1(t)(||yn(s)−y(s)||+ ||vyn(s)−v(s)||)ds→ 0 as n→∞.

Taking into account (3.2.13), one easily gets

lim
n→∞

∫ 1

0

〈
g(t),

∫ t

0
f(t,s,yn(s),vyn(s))ds

〉
dt=

∫ 1

0

〈
g(t),

∫ t

0
f(t,s,y(s),v(s))ds

〉
dt,

applying Theorem 2.6.1. The σ(L2
H(I),L2

H(I))-convergence is therefore justified.

As a result, Proposition 3.2.1 ensures

−v̇(t) ∈ ∂ϕ(t,v(t)) +
∫ t

0
f(t,s,y(s),v(s))ds a.e. t ∈ I,
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and it yields vy = v via uniqueness. This establishes that in CH(I), (vyn) uniformly

converges to vy. Returning to the map Λ, we have for each t ∈ I

Λ(yn)(t)−Λ(y)(t) =
∫ t

0
vyn(s)ds−

∫ t

0
vy(s)ds.

Since ‖vyn(·)−vy(·)‖∞→ 0, and ‖vyn(·)−vy(·)‖∞ ≤ 2M , one obtains

sup
t∈I
‖Λ(yn)(t)−Λ(y)(t)‖ ≤ ‖vyn(·)−vy(·)‖∞→ 0 as n→∞.

Therefore, Λ : Y →Y is continuous (see Proposition 2.2.1). The fixed point theorem

of Schauder (see Theorem 2.2.4) affirms that the map Λ admits a fixed point, y =

Λ(y), with 
−v̇y(t) ∈ ∂ϕ(t,vy(t)) +

∫ t
0 f(t,s,y(s),vy(s))ds a.e. t ∈ I,

y(t) = Λ(y)(t) = x0 +
∫ t
0 vy(s)ds, t ∈ I,

vy(0) = v0 ∈ domϕ(0, ·).

As a result, W 2,2
H (I)-solution to (SOP ) is justified.

3.3 Some coupled problems with fractional deriva-

tives

3.3.1 Riemann-Liouville fractional derivative coupled with

subdifferentials

Here are some important definitions and properties from [48] and [71].

Definition 3.3.1. Consider f : I → H. The fractional Bochner integral of order

α > 0 is

Iαa+f(t) :=
∫ t

a

(t− τ)α−1

Γ(α) f(τ)dτ, τ > a.

The following lemma comes from [62].

Lemma 3.3.1. Let f ∈ L1
H(I). One has

if 0< α < 1, then Iαf exists a.e. on I and one has Iαf ∈ L1
H(I).

If α≥ 1, then Iαf ∈ CH(I).
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Definition 3.3.2. (Riemann-Liouville fractional derivative) Let f ∈ L1
H(I), for an

order α > 0 , the Riemann-Liouville fractional derivative is

Dαf(t) :=Dα
0+f(t) = dn

dtn
In−α0+ f(t) = dn

dtn

∫ t

0

(t− s)n−α−1

Γ(n−α) f(s)ds, where n= [α]+1.

The set Wα,1
H (I) is given by

Wα,1
H (I) := {u ∈ CH(I) : Dα−1u ∈ CH(I), Dαu ∈ L1

H(I)}.

3.3.1.1 Coupled systems with nonlocal boundary conditions

The Green function and its properties are discussed in [26],

Lemma 3.3.2. Assume that γ > 0, β ∈ [0,2−α], α ∈]1,2], and λ≥ 0. Assume that

the function G1 : I× I → R is defined by

G1(t,s) = φ(s)Iα−1
0+ (exp(−λt)) +


exp(λs)Iα−1

s+ (exp(−λt)), 0≤ s≤ t≤ 1,

0 0≤ t≤ s≤ 1,

where

φ(s) = exp(λs)
µ0

[(
Iα−1+γ
s+ (exp(−λt))

)
(1)−

(
Iα−1
s+ (exp(−λt))

)
(1)
]

with

µ0 =
(
Iα−1

0+ (exp(−λt))
)
(1)−

(
Iα−1+γ

0+ (exp(−λt))
)
(1).

Then,

(A) the estimate is fulfilled

|G1(t,s)| ≤ 1
Γ(α)

(
1 + Γ(γ+ 1)

|µ0|Γ(α)Γ(γ+ 1) + 1
)

=MG1 .

(B) If u ∈Wα,1
H (I) verifies Dαu(t) +λDα−1u(t) = f(t) a.e. t ∈ I, f ∈ L1

H(I),
Iβ0+u(t)|t=0 = 0, u(1) = Iγ0+u(1),

then, one has

u(t) =
∫ 1

0
G1(t,s)f(s)ds for all t ∈ I.
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(C) Let f ∈ L1
H(I) and let uf : I →H be the function given by

uf (t) :=
∫ 1

0
G1(t,s)f(s)ds t ∈ I.

Thus, one has

Iβ0+uf (t)|t=0 = 0, and uf (1) = (Iγ0+uf )(1).

Furthermore, uf ∈Wα,1
H (I) and

(Dαuf )(t) +λ(Dα−1uf )(t) = f(t) for all t ∈ I.

According to [26], the solution set is described as follows.

Theorem 3.3.1. Given a measurable multi-valued map X : I ⇒ H, with convex

compact values, let X(t) ⊂ νBH for all t ∈ I and ν > 0. Consequently, the set of

Wα,1
H (I)-solutions for Dαu(t) +λDα−1u(t) = f(t), f ∈ S1

X , a.e. t ∈ I,
Iβ0+u(t)|t=0 = 0, u(1) = Iγ0+u(1),

is an equi-continuous, convex, compact subset of CH(I). Furthermore,

{uf : I →H : uf (t) =
∫ 1

0
G1(t,s)f(s)ds, f ∈ S1

X , t ∈ I},

characterizes the solution set.

It is worth to point out a crucial remark from [26].

Remark 3.3.1. If the multi-valued map X : I ⇒H is measurable, convex, weakly

compact and bounded, then the set

{uf : I →H : uf (t) =
∫ 1

0
G1(t,s)f(s)ds, f ∈ S1

X , t ∈ I},

is equi-continuous, convex, weakly compact subset in CH(I).

We are now prepared to establish a novel result regarding a coupled system that

has nonlocal boundary conditions.
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Theorem 3.3.2. Consider a map ϕ : I ×H → [0,+∞] verifying (H1)-(H2)-(H4).

Assume that there exists a map f : I× I×H×H →H that satisfies (j)-(jj)-(jjj).

Then, there are an absolutely continuous map x : I→H and a Wα,1
H (I) map u : I→

H such that 

−ẋ(t) ∈ ∂ϕ(t,x(t)) +
∫ t

0
f(t,s,u(s),x(s))ds a.e. t ∈ I,

Dαu(t) +λDα−1u(t) = x(t), t ∈ I,
Iβ0+u(t)|t=0 = 0, u(1) = Iγ0+u(1)
x(0) = x0 ∈ domϕ(0, ·).

Proof. The set Y defined as follows

Y := {uf : I →H : uf (t) =
∫ 1

0
G1(t,s)f(s)ds, f ∈ S1

MBH
, t ∈ I}

is closed, convex, bounded and equi-continuous in CH(I), by Remark 3.3.1.

Let us define the map fy for every y ∈ Y and for each (t,s,v) ∈ I × I ×H by

fy(t,s,v) := f(t,s,y(s),v), which satisfies (i)-(ii)-(iii). Thus, according to Theo-

rem 3.2.2

(Py)

 −ẋy(t) ∈ ∂ϕ(t,xy(t)) +
∫ t
0 fy(t,s,xy(s))ds a.e. t ∈ I,

xy(0) = x0 ∈ domϕ(0, ·),

has a unique absolutely continuous solution xy with
∫ 1
0 ‖ẋy(t)‖2dt ≤ L, for L > 0.

Since xy(t)∈ domϕ(t, ·), one gets by assumption (H4) that ‖xy(t)‖ ≤M for all t∈ I.

The map Λ on Y is therefore defined by

Λ(y)(t) =
∫ 1

0
G1(t,s)xy(s)ds, t ∈ I,

where xy represents the unique absolutely continuous solution to (Py) for each y ∈Y .

It is then observed that Λ(y)∈Y . Given xy(t)∈ domϕ(t, ·) for all t∈ I, (H4) implies

that xy(t) ∈X(t), where X(t) is convex compact. Thus, one obtains for each y ∈ Y

Λ(y) ∈ Z := {uf : I →H : uf (t) =
∫ 1

0
G1(t,s)f(s)ds, f ∈ S1

X , t ∈ I},

so that, by Theorem 3.3.1, Z is convex compact in CH(I), with Λ(Y)⊂Z ⊂ Y (see

(H4)). This proves the relative compactness of Λ(Y). Proving the continuity of Λ
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on Y is sufficient.

In order to prove that the sequence of solutions xyn associated to yn of −ẋyn(t) ∈ ∂ϕ(t,xyn(t)) +
∫ t
0 fyn(t,s,xyn(s))ds a.e. t ∈ I,

xyn(0) = x0 ∈ domϕ(0, ·),

uniformly converges to xy solution to (Py), let (yn)⊂Y be a sequence that uniformly

converges to y ∈ Y .

By considering assumption (H4), it can be inferred that, for any t ∈ I, (xyn(t)) is

relatively compact in H. The equi-continuity of (xyn(·)) is evident. According to

Theorem 2.2.2, there exists a map v ∈ CH(I), such that (xyn) uniformly converges in

CH(I) to v with v(0) = x0, up to a subsequence that we do not relabel. Furthermore,

one may deduce from Theorem 2.5.4 that (ẋyn) σ(L2
H(I),L2

H(I))-converges to v̇ since

sup
n

∫ 1
0 ‖ẋyn(t)‖2dt≤ L.

Observing from (jj) and Lemma 3.3.2 (A),

‖f(t,s,yn(s),xyn(s))‖ ≤ κ(t,s)(1 +MMG1 +M) for all (t,s) ∈ I× I.

Remark that∣∣∣∣∣
〈
g(t),

∫ t

0
f(t,s,yn(s),xyn(s))ds

〉∣∣∣∣∣≤ (1 +MMG1 +M)‖g(t)‖
∫ t

0
κ(t,s)ds, (3.3.1)

for any g ∈ L2
H(I), where the map t 7→ (1 +MMG1 +M)‖g(t)‖

∫ t
0 κ(t,s)ds is inte-

grable.

Set M1 = max(M,MMG1), then, from (jjj), there exists δM1(·) ∈ L2
R+(I) such that

||f(t,s,yn(s),xyn(s))−f(t,s,y(s),v(s))|| ≤ δM1(t)(||yn(s)−y(s)||+ ||xyn(s)−v(s)||),

for all (t,s) ∈ I× I. Because (xyn(·)) (resp. (yn)) uniformly converges to v(·) (resp.

y), Theorem 2.6.1, therefore provides

‖
∫ t

0
f(t,s,yn(s),xyn(s))ds−

∫ t

0
f(t,s,y(s),v(s))ds‖

≤
∫ t

0
‖f(t,s,yn(s),xyn(s))−f(t,s,y(s),v(s))‖ds

≤
∫ t

0
δM1(t)(||yn(s)−y(s)||+ ||xyn(s)−v(s)||)ds→ 0 as n→∞.
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Combining this with (3.3.1), yields

lim
n→∞

∫ 1

0

〈
g(t),

∫ t

0
f(t,s,yn(s),xyn(s))ds

〉
dt=

∫ 1

0

〈
g(t),

∫ t

0
f(t,s,y(s),v(s))ds

〉
dt,

applying Theorem 2.6.1. The σ(L2
H(I),L2

H(I))-convergence is therefore justified.

As a result, Proposition 3.2.1 gives

−v̇(t) ∈ ∂ϕ(t,v(t)) +
∫ t

0
f(t,s,y(s),v(s))ds a.e. t ∈ I,

and by uniqueness, it results xy = v.

Returning to the Λ map, for any t ∈ I, one has

‖Λ(yn)(t)−Λ(y)(t)‖= ‖
∫ 1

0
G1(t,s)xyn(s)ds−

∫ 1

0
G1(t,s)xy(s)ds‖

≤MG1

∫ 1

0
‖xyn(s)−xy(s)‖ds.

It follows that since ‖xyn(·)−xy(·)‖∞→ 0 and (xyn) is uniformly bounded

sup
t∈I
‖Λ(yn)(t)−Λ(y)(t)‖ ≤MG1‖xyn(·)−xy(·)‖∞→ 0 as n→∞.

Therefore, according to Proposition 2.2.1, Λ : Y →Y is continuous. The fixed point

theorem of Schauder (see Theorem 2.2.4) gives that the map Λ has a fixed point,

y = Λ(y) with

y(t) = Λ(y)(t) =
∫ 1

0
G1(t,s)xy(s)ds, t ∈ I,

such that xy solution to (Py).

As a consequence, a map y ∈Wα,1
H (I) and an absolutely continuous map xy ∈ CH(I)

exist for which

−ẋy(t) ∈ ∂ϕ(t,xy(t)) +
∫ t

0
f(t,s,y(s),xy(s))ds a.e. t ∈ I,

Dαy(t) +λDα−1y(t) = xy(t) a.e. t ∈ I,
Iβ0+y(t)|t=0 = 0, y(1) = Iγ0+y(1),
xy(0) = x0 ∈ domϕ(0, ·).
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3.3.1.2 Coupled systems with integral boundary conditions

Here are some important results from [30].

Lemma 3.3.3. Assume that f ∈ L1
H(I), b ∈H, and α ∈]1,2]. Then, the map uf :

I →H which is defined by

uf (t) = 1
Γ(α)

∫ t

0
(t− s)α−1f(s)ds+ b

Γ(α)t
α−1, t ∈ I

is the problem’s unique Wα,1
H (I)-solution

Dαu(t) = f(t) a.e. t ∈ I,
u(0) = 0, Dαu(0) = b

Dα−1u(t) =
∫ t
0 f(s)ds+ b.

Lemma 3.3.4. Suppose b ∈ H. Let X : I ⇒ H be a multi-valued map with con-

vex compact values that is measurable and integrably bounded. Then, the fractional

differential inclusion’s Wα,1
H (I)-solution set of Dαu(t) ∈X(t) a.e. t ∈ I,

u(0) = 0, Dαu(0) = b,

is bounded convex equi-continuous and compact in CH(I). In addition, the Wα,1
H (I)-

solution set is characterized by

{uf : I →H, uf (t) = 1
Γ(α)

∫ t

0
(t− s)α−1f(s)ds+ b

Γ(α)t
α−1, f ∈ S1

X , t ∈ I}.

Remark 3.3.2. If the multi-valued map X : I ⇒H is measurable convex, weakly

compact and bounded, then the set

{uf : I →H, uf (t) = 1
Γ(α)

∫ t

0
(t− s)α−1f(s)ds+ b

Γ(α)t
α−1, f ∈ S1

X , t ∈ I},

is equi-continuous convex weakly compact subset in CH(I).

We may now establish a new theorem for a coupled system that has integral

boundary conditions.
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Theorem 3.3.3. Suppose b∈H. Assume that the map ϕ : I×H→ [0,+∞] satisfies

(H1)-(H2)-(H4). Consider a map f : I×I×H×H→H that satisfies (j)-(jj)-(jjj).

Then, there is an absolutely continuous map x : I→H and a Wα,1
H (I) map u : I→H

such that 

−ẋ(t) ∈ ∂ϕ(t,x(t)) +
∫ t

0
f(t,s,u(s),x(s))ds a.e. t ∈ I,

Dαu(t) = x(t) a.e. t ∈ I,
u(0) = 0, Dαu(0) = b,

Dα−1u(t) =
∫ t
0 x(s)ds+ b,

x(0) = x0 ∈ domϕ(0, ·).

Proof. The set Y defined as follows

Y := {uf : I →H, uf (t) = 1
Γ(α)

∫ t

0
(t− s)α−1f(s)ds+ b

Γ(α)t
α−1, f ∈ S1

MBH
, t ∈ I},

is closed convex bounded and equi-continuous in CH(I), according to Remark 3.3.2.

Let us define the map fy for every y ∈ Y and for each (t,s,v) ∈ I × I ×H by

fy(t,s,v) := f(t,s,y(s),v), which satisfies (i)-(ii)-(iii). As a result, duo to Theo-

rem 3.2.2, the evolution problem

(Py)

 −ẋy(t) ∈ ∂ϕ(t,xy(t)) +
∫ t
0 fy(t,s,xy(s))ds a.e. t ∈ I,

xy(0) = x0 ∈ domϕ(0, ·),

has a unique absolutely continuous solution xy, with
∫ 1
0 ‖ẋy(t)‖2dt ≤ L for L > 0.

Since xy(t)∈ domϕ(t, ·), from (H4), one has for every t∈ I ‖xy(t)‖ ≤M for all t∈ I.

The map Λ on Y is therefore defined by

Λ(y)(t) = 1
Γ(α)

∫ t

0
(t− s)α−1xy(s)ds+ b

Γ(α)t
α−1,

noting that Λ(y) ∈ Y for all t ∈ I. Given xy(t) ∈ domϕ(t, ·), (H4) implies that

xy(t) ∈X(t), where X(t) is convex compact. Thus, one obtains for any y ∈ Y

Λ(y)∈Z := {uf : I→H :uf (t) = 1
Γ(α)

∫ t

0
(t−s)α−1f(s)ds+ b

Γ(α)t
α−1, f ∈S1

X , t∈ I},

such that, according to Lemma 3.3.4, Z is convex compact in CH(I), with Λ(Y) ⊂

Z ⊂ Y (see (H4)). This establishes the relative compactness of Λ(Y) in CH(I).
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Proving the continuity of Λ on Y is sufficient.

Let (yn)⊂Y be a sequence that converges uniformly to y ∈Y and demonstrate that

the sequence of xyn solutions associated to yn for −ẋyn(t) ∈ ∂ϕ(t,xyn(t)) +
∫ t
0 fyn(t,s,xyn(s))ds a.e. t ∈ I,

xyn(0) = x0 ∈ domϕ(0, ·),

converges uniformly to the xy solution to (Py) by using the same reasoning as in the

proof of Theorem 3.3.2.

The continuity of Λ : Y →Y can be easily inferred from this. It may be shown that

the map Λ has a fixed point, y = Λ(y), by using Schauder’s fixed point theorem (see

Theorem 2.2.4) with

y(t) = Λ(y)(t) = 1
Γ(α)

∫ t

0
(t− s)α−1xy(s)ds+ b

Γ(α)t
α−1,

with xy solution to (Py).

As a consequence, a map y ∈Wα,1
H (I) and an absolutely continuous map xy ∈ CH(I)

exist, for which

−ẋy(t) ∈ ∂ϕ(t,x(t)) +
∫ t

0
f(t,s,y(s),xy(s))ds a.e. t ∈ I,

Dαy(t) = xy(t) a.e. t ∈ I,
y(0) = 0, Dαy(0) = b,

Dα−1y(t) =
∫ t
0 xy(s)ds+ b,

xy(0) = x0 ∈ domϕ(0, ·).

3.3.2 Second-order differential equation coupled with sub-

differentials

The Green function and its properties are introduced in [31].

Lemma 3.3.5. Assume 0 < η1 < η2 < · · · < ηm− 2 < 1, γ > 0. Let αi ∈ R (i =

1, · · · ,m−2) and m> 3 be an integer number fulfill the condition
m−2∑
i=1

αi−1 + exp(−γ)−
m−2∑
i=1

αi exp(−γηi) 6= 0.
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Let G2 : I× I → R be the function

G2(t,s) =


1
γ (1− exp(−γ(t− s))) + A

γ (1− exp(−γt))ψ(s) 0≤ s≤ t≤ 1
A
γ (1− exp(−γt))ψ(s) t < s≤ 1,

such that

ψ(s) =



1− exp(−γ(1− s))−∑m−2
i=1 αi(1− exp(−γ(ηi− s))), 0≤ s < η1

1− exp(−γ(1− s))−∑m−2
i=2 αi(1− exp(−γ(ηi− s))), η1 ≤ s≤ η2

.......

1− exp(−γ(1− s)), ηm−2 ≤ s≤ 1,

and

A=
(
m−2∑
i=1

αi−1 + exp(−γ)−
m−2∑
i=1

αi exp(−γηi)
)−1

.

Then the estimate is fulfilled.

(a) For all (t,s) ∈ I× I,

|G2(t,s)| ≤MG2

with

MG2 := max{γ−1,1}
1 + |A|

(
1 +

m−2∑
i=1
|αi|

).
(b) If u ∈W 2,1

H (I) such that u(0) = c and u(1) =∑m−2
i=1 αiu(ηi), then

u(t) = ec(t) +
∫ 1

0
G2(t,s)(ü(s) +γu̇(s))ds, ∀t ∈ I,

where

ec(t) = c+A(1−
m−2∑
i=1

αi)(1− exp(−γt))c.

(c) Let uf : I →H be the function defined by

uf (t) = ec(t) +
∫ 1

0
G2(t,s)f(s)ds ∀t ∈ I

with f ∈ L1
H(I). Then, one has

uf (0) = c uf (1) =
m−2∑
i=1

αiuf (ηi).
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(d) The function uf is derivable on I, u̇f is scalarly derivable, and its weak derivative

üf satisfies

üf (t) +γu̇f (t) = f(t) a.e. t ∈ I,

if f ∈ L1
H(I).

Proposition 3.3.1. Consider f ∈ L1
H(I). Then, there is only one solution to the

m-points boundary problem ü(t) +γu̇(t) = f(t) a.e. t ∈ I,
u(0) = c, u(1) =∑m−2

i=1 αiu(ηi),

uf ∈W 2,1
H (I), such that

uf (t) = ec(t) +
∫ 1

0
G2(t,s)f(s)ds, t ∈ I.

Proposition 3.3.2. Let X : I ⇒H be a multi-valued map that is measurable, inte-

grably bounded with convex and compact values. Consequently, the set of W 2,1
H (I)-

solutions for  ü(t) +γu̇(t) = f(t) a.e. t ∈ I, f ∈ S1
X ,

u(0) = c, u(1) =∑m−2
i=1 αiu(ηi),

is equi-continuous, compact, convex, and bounded in CH(I). Furthermore this set is

characterized by

{uf : I →H, uf (t) = ec(t) +
∫ 1

0
G2(t,s)f(s)ds, t ∈ I, f ∈ S1

X}.

We may now establish a new theorem for a coupled system withm-points bound-

ary conditions.

Theorem 3.3.4. Given a map ϕ : I ×H → [0,+∞], satisfying (H1)-(H2)-(H4).

Assume that there exists a map f : I × I ×H ×H → H satisfying (j)-(jj)-(jjj).

Then, an absolutely continuous map x : I →H and a W 2,1
H (I) map u : I →H fulfill

−ẋ(t) ∈ ∂ϕ(t,x(t)) +
∫ t

0
f(t,s,u(s),x(s))ds a.e. t ∈ I,

ü(t) +γu̇(t) = x(t) a.e. t ∈ I,
u(0) = c, u(1) =∑m−2

i=1 αiu(ηi),
x(0) = x0 ∈ domϕ(0, ·).
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Proof. The set Y defined as follows

Y := {uf : I →H, uf (t) = ec(t) +
∫ 1

0
G2(t,s)f(s)ds, t ∈ I, f ∈ S1

X},

where X is the multi-valued map with convex compact values that is measurable

and integrably bounded, as given in (H4), is convex, compact, bounded, and equi-

continuous in CH(I) according to Proposition 3.3.2.

The map Λ on Y is therefore defined by

Λ(y)(t) = ec(t) +
∫ 1

0
G2(t,s)xy(s)ds

where xy denotes the unique absolutely continuous solution to

(Py)

 −ẋy(t) ∈ ∂ϕ(t,xy(t)) +
∫ t

0
f(t,s,y(s),xy(s))ds a.e. t ∈ I,

xy(0) = x0 ∈ domϕ(0, ·).

By arguing the same reasoning as in Theorem 3.3.2, it can be proved the continuity

of Λ : Y → Y . The fixed point theorem of Schauder (see Theorem 2.2.4) tells that

the map Λ admits a fixed point, y = Λ(y), via application with

y(t) = Λ(y)(t) = ec(t) +
∫ 1

0
G2(t,s)xy(s)ds,

with xy solution to (Py). As a consequence, there exist an absolutely continuous

map xy : I →H and a W 2,1
H (I) map y : I →H such that

−ẋy(t) ∈ ∂ϕ(t,xy(t)) +
∫ t

0
f(t,s,y(s),xy(s))ds a.e. t ∈ I,

ÿ(t) +γẏ(t) = xy(t) a.e. t ∈ I,
y(0) = c, y(1) =∑m−2

i=1 αiy(ηi),
xy(0) ∈ domϕ(0, ·).
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4.1 Introduction

The goal of this chapter is to examine the existence and uniqueness of a solution for

a coupled problem that is described by a non-convex perturbed sweeping process

and a time-dependent subdifferential operator.

Let I := [T0,T ] be an interval of R. The normal cone to a non-empty closed subset

C(t) of H that is r-prox-regular is denoted by NC(t). Let ∂ϕ(t, ·) represent the subd-

ifferential of an extended-real-valued proper, lower semi-continuous, convex function

ϕ(t, ·). Then, the suggested system class is expressed by

(CP )


−ẋ(t) ∈ ∂ϕ(t,x(t)) +

∫ t

T0
f(t,s,x(s),u(s))ds a.e. t ∈ I,

−u̇(t) ∈NC(t)(u(t)) +g(t,x(t),u(t)) a.e. t ∈ I,
(x(T0),u(T0)) = (x0,u0) ∈ domϕ(T0, ·)×C(T0),

under suitable conditions on the single valued mappings f : I×I×H×H→H and

g : I×H×H→H. Our method is based on discretizing the interval I, which yields

an algorithm. This algorithm consists of two sequences of solutions, each one is a

solution to a differential inclusion containing a perturbation that varies on time.

Constructing a sequence (xn,un) of functions that are absolutely continuous is the

fundamental idea. These sequences are proved to converge to a couple of absolutely

continuous functions (x,u) by using an argument based on Cauchy’s criterion. This

is then proved to be the solution of the original system, namely (CP ). As well,

the hypomonotonicity of the normal cone, the monotonicity of the subdifferential,

and the Lipschitz behavior of the single-valued mappings f and g all confirm the

uniqueness.

After that, we focus on the concept of optimal solution, we are concerned with

the following controlled problem

Minimize
∫ T

0
J0(t,x(t),u(t), z(t), ẋ(t), u̇(t), ż(t))dt,

over the set of controls z(·) and the corresponding solutions (x(·),u(·)) of (CP ),

where J0 is the cost functional, the control function z(·) appears in the perturbation

g, and the map f (resp. g) depends on two (resp. three) (time)-variables.
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4.2 Auxiliary results

We are going to recall several significant results related to the existence and unique-

ness theory of this chapter.

Regarding an evolution problem with a single-valued perturbation that depends only

on time, we need the following result [70].

Proposition 4.2.1. Given a map ϕ : I×H→ [0,+∞] satisfying (H1)-(H2). Given

h ∈ L2
H(I) and x0 ∈ domϕ(T0, ·), then there is a unique absolutely continuous solu-

tion x(·)  −ẋ(t) ∈ ∂ϕ(t,x(t)) +h(t) a.e. t ∈ I
x(T0) = x0 ∈ domϕ(T0, ·),

that fulfills ∫ T

T0
||ẋ(t)||2dt≤ σ

∫ T

T0
||h(t)||2dt+d∗, (4.2.1)

where d∗,σ ∈ R+ are defined by

d∗ = [k2(0) + 3(ρ+ 1)2]||ȧ||2L2
R(I) + 2[T −T0 +ϕ(T0,x0)−ϕ(T,x(T ))],

σ = k2(0) + 3(ρ+ 1)2 + 4.

We recall finally an important proposition concerning the perturbed sweeping

process (see [45]).

Proposition 4.2.2. Consider a multi-valued map C : I ⇒ H, such that C(t) is a

non-empty closed subset of H that is r-prox regular for every t ∈ I, an absolutely

continuous function v : I → R exists, such that for all x ∈H and t,s ∈ I,

|d(x,C(t))−d(x,C(s))| ≤ |v(t)−v(s)|.

Given h ∈ L1
H(I), then there is a unique absolutely continuous solution x(·) to −ẋ(t) ∈NC(t)(x(t)) +h(t) a.e. t ∈ I,

x(T0) = x0 ∈ C(T0),

that fulfills

||ẋ(t) +h(t)|| ≤ ||h(t)||+ |v̇(t)| a.e. t ∈ I. (4.2.2)
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4.3 Main result

In the reminder, we will impose the following assumptions:

Given the multi-valued C : I ⇒H such that

(H3) C(·) is a non-empty closed subset of H which is r-prox regular;

(H4) there exists v ∈W 1,2
R (I) such that for any x ∈H, and t,s ∈ I

|d(x,C(t))−d(x,C(s))| ≤ |v(t)−v(s)|.

Let f : I× I×H×H→H be a map such that

(j) the map f(·, ·,x,u) is measurable on I× I for each (x,u) ∈H×H;

(jj) there exists a function α(·, ·) ∈ L2
R+(I×I) such that for all (t,s) ∈ I×I and for

all x,u ∈H, one has

||f(t,s,x,u)|| ≤ α(t,s)(1 + ||x||+ ||u||);

(jjj) the map f(t,s, ·, ·) is continuous on H ×H, and for all η > 0, there exists a

function βη(·) ∈ L2
R+(I) such that for all (t,s) ∈ I×I and for any x,y,u,v ∈BH [0,η]

||f(t,s,x,u)−f(t,s,y,v)|| ≤ βη(t)(||x−y||+ ||u−v||).

Let g : I×H×H→H be a map such that

(i) the map g(·,x,u) is Lebesgue measurable on I, for each (x,u) ∈H×H;

(ii) there exists a function γ(·) ∈ L2
R+(I) such that for all t ∈ I and for all x,u ∈H,

one has

||g(t,x,u)|| ≤ γ(t)(1 + ||x||+ ||u||);

(iii) the map g(t, ·, ·) is continuous on H ×H, and for every η > 0, there exists a

function ζη(·) ∈ L2
R+(I) such that for all t ∈ I and for any x,y,u,v ∈BH [0,η]

||g(t,x,u)−g(t,y,v)|| ≤ ζη(t)(||x−y||+ ||u−v||).

It is worth to emphasize that in our proof, we follow some ideas and arguments

developed in [17], [45], [69]. However, many computations have to be checked care-

fully because the corresponding algorithm is difficult.
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Theorem 4.3.1. Consider a map ϕ : I ×H → [0,+∞] that satisfies (H1)-(H2).

Given a multi-valued map C : I ⇒H, let (H3)-(H4) hold true. Assume there exists

a map f : I × I ×H×H → H that satisfies (j)-(jj)-(jjj). Let g : I ×H×H → H

be a map fulfilling (i)-(ii)-(iii). Then, there exists a unique absolutely continuous

solution (x,u) : I →H×H to (CP ), for any (x0,u0) ∈ domϕ(T0, ·)×C(T0). Also,

one has the following estimations∫ T

T0
||ẋ(t)||2dt≤ d+ 2σ(T −T0)

∫ T

T0

∫ t

T0
α2(t,s)(1 + ||x(s)||+ ||u(s)||)2dsdt,

≤ d+ 2σ(T −T0)
∫ T

T0

∫ t

T0
α2(t,s)(1 +K+ ξ)2dsdt, (4.3.1)

‖u̇(t)‖ ≤ 2‖g(t,x(t),u(t))‖+ |v̇(t)| ≤ 2γ(t)(1 +K+ ξ) + |v̇(t)|, (4.3.2)

with

d = (k2(0) + 3(ρ+ 1)2)
∫ T

T0
ȧ2(t)dt+ 2[T −T0 +ϕ(T0,x0)]

σ = k2(0) + 3(ρ+ 1)2 + 4,

K, ξ > 0 that depend on I, x0, u0, ρ, ϕ(T0,x0), k(·), v̇(·), ȧ(·), γ(·), α(·, ·).

Proof. Part 1: Existence of the solution.

Step 1. Construction of the sequence of couples (xn(·),un(·)).

Let n ∈ N∗ and define a subdivision of I := [T0,T ] by

tni = T0 + i
T −T0
n

(0≤ i≤ n).

Set (xn0 ,un0 ) = (x0,u0), and let the dynamical system be
−ẋ(t) ∈ ∂ϕ(t,x(t)) +φn,0(t) a.e. t ∈ [tn0 , tn1 ],
−u̇(t) ∈NC(t)(u(t)) +g(t,xn0 ,un0 ) a.e. t ∈ [tn0 , tn1 ],
(x(tn0 ),u(tn0 )) = (xn0 ,un0 ) ∈ domϕ(tn0 , ·)×C(T0),

where for all t ∈ [tn0 , tn1 ] the function φn,0 is given by

φn,0(t) =
∫ t

T0
f(t,s,xn0 ,un0 )ds.

Notice that g(·,xn0 ,un0 ) ∈ L1
H([tn0 , tn1 ]) is evident from assumption (ii). In addition,

we also have φn,0(·) ∈ L2
H([tn0 , tn1 ]). Actually, for every t ∈ [tn0 , tn1 ], one obtains from
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(jj)
∫ tn1

T0
||φn,0(t)||2dt=

∫ tn1

T0
||
∫ t

T0
f(t,s,xn0 ,un0 )ds||2dt

≤
∫ tn1

T0

(∫ t

T0
||f(t,s,xn0 ,un0 )||ds

)2
dt

≤ (1 + ||xn0 ||+ ||un0 ||)2
∫ tn1

T0

(∫ t

T0
α(t,s)ds

)2
dt.

Cauchy-Schwartz inequality is used to obtain
∫ tn1

T0
||φn,0(t)||2dt≤ 2(1 + 2||xn0 ||2 + 2||un0 ||2)

∫ tn1

T0

(
(t−T0)

∫ t

T0
α2(t,s)ds

)
dt

≤ 2(T −T0)(1 + 2||xn0 ||2 + 2||un0 ||2)
∫ tn1

T0

∫ tn1

T0
α2(t,s)dsdt <∞,

due to α(·, ·) ∈ L2
R(I× I).

Propositions 4.2.1-4.2.2 show that there is only one absolutely continuous solu-

tion (xn,0(·),un,0(·)) : [tn0 , tn1 ]→H×H to our system. Remark that (xn,0(t),un,0(t))∈

domϕ(t, ·)×C(t) for all t ∈ [tn0 , tn1 ]. Putting (xn1 ,un1 ) = (xn,0(tn1 ),un,0(tn1 )). In view

of (4.2.1)-(4.2.2), consequently, it entails that
∫ tn1

tn0
||ẋn,0(t)||2dt≤ σ

∫ tn1

tn0
||φn,0(t)||2dt+dn0 ,

||u̇n,0(t) +g(t,xn0 ,un0 )|| ≤ ||g(t,xn0 ,un0 )||+ |v̇(t)| a.e. t ∈ [tn0 , tn1 ],

where

σ = k2(0) + 3(ρ+ 1)2 + 4,

dn0 = [k2(0) + 3(ρ+ 1)2]
∫ tn1

tn0
ȧ2(t)dt+ 2[(tn1 − tn0 ) +ϕ(tn0 ,xn0 )−ϕ(tn1 ,xn1 )].

Let the dynamical system be
−ẋ(t) ∈ ∂ϕ(t,x(t)) +φn,1(t) a.e. t ∈ [tn1 , tn2 ],
−u̇(t) ∈NC(t)u(t)) +g(t,xn1 ,un1 ) a.e. t ∈ [tn1 , tn2 ],
(x(tn1 ),u(tn1 )) = (xn1 ,un1 ) ∈ domϕ(tn1 , ·)×C(tn1 ),

where for any t ∈ [tn1 , tn2 ] the function φn,1 is given by

φn,1(t) =
∫ tn1

T0
f(t,s,xn0 ,un0 )ds+

∫ t

tn1
f(t,s,xn1 ,un1 )ds.
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Assumption (ii) makes evident that g(·,xn1 ,un1 ) ∈ L1
H([tn1 , tn2 ]). Meanwhile, we have

φn,1(·) ∈ L2
H([tn1 , tn2 ]). Actually, for every t ∈ [tn1 , tn2 ], one obtains via (jj)∫ tn2

tn1
||φn,1(t)||2dt

=
∫ tn2

tn1
||
∫ tn1

T0
f(t,s,xn0 ,un0 )ds+

∫ t

tn1
f(t,s,xn1 ,un1 )ds||2dt

≤ 2
∫ tn2

tn1
||
∫ tn1

T0
f(t,s,xn0 ,un0 )ds||2dt+ 2

∫ tn2

tn1
||
∫ t

tn1
f(t,s,xn1 ,un1 )ds||2dt

≤ 2
∫ tn2

tn1

(∫ tn1

T0
||f(t,s,xn0 ,un0 )||ds

)2
dt+ 2

∫ tn2

tn1

(∫ t

tn1
||f(t,s,xn1 ,un1 )||ds

)2
dt

≤ 2(1 + ||xn0 ||+ ||un0 ||)2
∫ tn2

tn1

(∫ tn1

T0
α(t,s)ds

)2
dt

+ 2(1 + ||xn1 ||+ ||un1 ||)2
∫ tn2

tn1

(∫ t

tn1
α(t,s)ds

)2
dt

≤ 4
1∑
j=0

(1 + 2||xnj ||2 + 2||unj ||2)
∫ tn2

tn1

(∫ tnj+1

tnj

α(t,s)ds
)2
dt.

Observing that (tnj+1− tnj ) ≤ T −T0 and applying Cauchy-Schwartz inequality, one

derives ∫ tn2

tn1
||φn,1(t)||2dt

≤ 4
1∑
j=0

(1 + 2||xnj ||2 + 2||unj ||2)
∫ tn2

tn1
(tnj+1− tnj )

(∫ tnj+1

tnj

α2(t,s)ds
)
dt

≤ 4(T −T0)
1∑
j=0

(1 + 2||xnj ||2 + 2||unj ||2)
∫ tn2

tn1

∫ tnj+1

tnj

α2(t,s)dsdt <∞,

because α(·, ·) ∈ L2
R(I× I). There is only one absolutely continuous solution in the

view of Propositions 4.2.1-4.2.2, (xn,1(·),un,1(·)) : [tn1 , tn2 ]→H×H to our system with

(xn,1(tn1 ),un,1(tn1 )) = (xn,0(tn1 ),un,0(tn1 )). Notice that (xn,1(t),un,1(t)) ∈ domϕ(t, ·)×

C(t) for all t ∈ [tn1 , tn2 ]. Put (xn2 ,un2 ) = (xn,1(tn2 ),un,1(tn2 )). By conducting (4.2.1)-

(4.2.2), it remains certain that∫ tn2

tn1
||ẋn,1(t)||2dt≤ σ

∫ tn2

tn1
||φn,1(t)||2dt+dn1 ,

||u̇n,1(t) +g(t,xn1 ,un1 )|| ≤ ||g(t,xn1 ,un1 )||+ |v̇(t)| a.e. t ∈ [tn1 , tn2 ],

where

dn1 = [k2(0) + 3(ρ+ 1)2]
∫ tn2

tn1
ȧ2(t)dt+ 2[(tn2 − tn1 ) +ϕ(tn1 ,xn1 )−ϕ(tn2 ,xn2 )].



4.3. Main result 71

In a similar way, set (xni ,uni ) = (xn,i−1(tni ),un,i−1(tni )), for each i ∈ {2, · · · ,n− 1},

and take the dynamical system into consideration
−ẋ(t) ∈ ∂ϕ(t,x(t)) +φn,i(t) a.e. t ∈ [tni , tni+1],
−u̇(t) ∈NC(t)u(t)) +g(t,xni ,uni ) a.e. t ∈ [tni , tni+1],
(x(tni ),u(tni )) = (xni ,uni ) ∈ domϕ(tni , ·)×C(tni ),

where for any t ∈ [tni , tni+1] the function φn,i is defined by

φn,i(t) =
i−1∑
j=0

∫ tnj+1

tnj

f(t,s,xnj ,unj )ds+
∫ t

tni

f(t,s,xni ,uni )ds.

It is evident by assumption (ii) that g(·,xni ,uni ) ∈ L1
H([tni , tni+1]). Moreover, one has

φn,i(·) ∈ L2
H([tni , tni+1]). Indeed, one obtains for any t ∈ [tni , tni+1]

||φn,i(t)||= ||
i−1∑
j=0

∫ tnj+1

tnj

f(t,s,xnj ,unj )ds+
∫ t

tni

f(t,s,xni ,uni )ds||

≤
i−1∑
j=0
||
∫ tnj+1

tnj

f(t,s,xnj ,unj )ds||+ ||
∫ t

tni

f(t,s,xni ,uni )ds||

≤
i−1∑
j=0

∫ tnj+1

tnj

||f(t,s,xnj ,unj )||ds+
∫ tni+1

tni

||f(t,s,xni ,uni )||ds

≤
i∑

j=0

∫ tnj+1

tnj

||f(t,s,xnj ,unj )||ds. (4.3.3)

Then, (jj) allow to deduce that

||φn,i(t)||2 ≤
( i∑
j=0

∫ tnj+1

tnj

||f(t,s,xnj ,unj )||ds
)2

≤
(

i∑
j=0

(1 + ||xnj ||+ ||unj ||)
∫ tnj+1

tnj

α(t,s)ds
)2
.

Now, put yj = (1 + ||xnj ||+ ||unj ||)
∫ tnj+1
tnj

α(t,s)ds in Lemma 2.2.1, that leads to

||φn,i(t)||2 ≤ (i+ 1)
i∑

j=0
(1 + ||xnj ||+ ||unj ||)2

(∫ tnj+1

tnj

α(t,s)ds
)2
.

Cauchy-Schwartz inequality is used to obtain

||φn,i(t)||2 ≤ (i+ 1)
i∑

j=0
(1 + ||xnj ||+ ||unj ||)2(tnj+1− tnj )

(∫ tnj+1

tnj

α2(t,s)ds
)
.
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As (i+ 1)(tnj+1− tnj )≤ T −T0, one gets

||φn,i(t)||2 ≤ (T −T0)
i∑

j=0
(1 + ||xnj ||+ ||unj ||)2

(∫ tnj+1

tnj

α2(t,s)ds
)

≤ 2(T −T0)
i∑

j=0
(1 + 2||xnj ||2 + 2||unj ||2)

(∫ tnj+1

tnj

α2(t,s)ds
)
, (4.3.4)

as a result∫ tni+1

tni

||φn,i(t)||2dt

≤ 2(T −T0)
∫ tni+1

tni

i∑
j=0

(1 + 2||xnj ||2 + 2||unj ||2)
(∫ tnj+1

tnj

α2(t,s)ds
)
dt,

≤ 2(T −T0)
i∑

j=0
(1 + 2||xnj ||2 + 2||unj ||2)

(∫ tni+1

tni

∫ tnj+1

tnj

α2(t,s)dsdt
)
<∞,

since
∫ ∑=∑∫

and that α(·, ·) ∈ L2
R(I×I). Given Propositions 4.2.1-4.2.2, there is

a unique absolutely continuous solution for each i ∈ {2, · · · ,n−1}, (xn,i(·),un,i(·)) :

[tni , tni+1]→ H ×H to our system with (xn,i(tni ),un,i(tni )) = (xn,i−1(tni ),un,i−1(tni )),

and (xn,i(t),un,i(t)) ∈ domϕ(t, ·)×C(t) for all t ∈ [tni , tni+1]. Putting (xni+1,u
n
i+1) =

(xn,i(tni+1),un,i(tni+1)), from (4.2.1)-(4.2.2), one gets∫ tni+1

tni

||ẋn,i(t)||2dt≤ σ
∫ tni+1

tni

||φn,i(t)||2dt+dni , (4.3.5)

||u̇n,i(t) +g(t,xni ,uni )|| ≤ ||g(t,xni ,uni )||+ |v̇(t)| a.e. t ∈ [tni , tni+1], (4.3.6)

where

dni = [k2(0) + 3(ρ+ 1)2]
∫ tni+1

tni

ȧ2(t)dt+ 2[(tni+1− tni ) +ϕ(tni ,xni )−ϕ(tni+1,x
n
i+1)].

Define the maps xn,un,φn : I →H, θn : I → I, for all n by

φn(t) = φn,i(t), xn(t) = xn,i(t), un(t) = un,i(t) ∀t ∈ [tni , tni+1] , i ∈ {0, · · · ,n−1}. θn(T0) = T0

θn(t) = tni if t ∈]tni , tni+1], i ∈ {0, · · · ,n−1}.
It is evident that the couple (xn(·),un(·)) is absolutely continuous on I for every n,

and 
−ẋn(t) ∈ ∂ϕ(t,xn(t)) +

∫ t

T0
f(t,s,xn(θn(s)),un(θn(s)))ds a.e. t ∈ I,

−u̇n(t) ∈NC(t)(un(t)) +g(t,xn(θn(t)),un(θn(t))) a.e. t ∈ I,
(xn(T0),un(T0)) = (x0,u0).

(4.3.7)
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Moreover, from (4.3.6), we have for almost every t ∈ I

||u̇n(t) +g(t,xn(θn(t)),un(θn(t)))|| ≤ ||g(t,xn(θn(t)),un(θn(t)))||+ |v̇(t)|. (4.3.8)

Observe that the map φn can be written as follows

φn(t) =
∫ t

T0
f(t,s,xn(θn(s)),un(θn(s)))ds,∀t ∈ I. (4.3.9)

Note that

φn,0(t) =
∫ t

T0
f(t,s,xn0 ,un0 )ds, t ∈ [tn0 , tn1 ]

φn,1(t) =
∫ tn1

T0
f(t,s,xn0 ,un0 )ds+

∫ t

tn1
f(t,s,xn1 ,un1 )ds, t ∈ [tn1 , tn2 ]

· · ·

φn,i(t) =
i−1∑
j=0

∫ tnj+1

tnj

f(t,s,xnj ,unj )ds+
∫ t

tni

f(t,s,xni ,uni )ds, t ∈ [tni , tni+1].

Furthermore, it is evident for k = 0, · · · , i (i = 0, · · · ,n− 1) from (4.3.4) (see also

(4.3.3)) that

||φn,k(t)||2 ≤ 2(T −T0)
i∑

j=0
(1 + 2||xnj ||2 + 2||unj ||2)

(∫ tnj+1

tnj

α2(t,s)ds
)
, t ∈ [tnk , tnk+1].

(4.3.10)

Thus,
∫ tni+1

T0
||φn(t)||2dt

=
i∑

j=0

∫ tnj+1

tnj

||φn,j(t)||2dt

=
∫ tn1

T0
||φn,0(t)||2dt+

∫ tn2

tn1
||φn,1(t)||2dt+ · · ·+

∫ tni+1

tni

||φn,i(t)||2dt

≤ 2(T −T0)
∫ tni+1

T0

i∑
j=0

(1 + 2||xnj ||2 + 2||unj ||2)
(∫ tnj+1

tnj

α2(t,s)ds
)
dt,

≤ 2(T −T0)
i∑

j=0
(1 + 2||xnj ||2 + 2||unj ||2)

(∫ tni+1

T0

∫ tnj+1

tnj

α2(t,s)dsdt
)
, (4.3.11)

making use (4.3.10) and realizing that
∫ ∑=∑∫

.
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We return to (4.3.5) with the help of (4.3.11)∫ tni+1

T0
||ẋn(t)||2dt

≤ 2σ(T −T0)
i∑

j=0
(1 + 2||xnj ||2 + 2||unj ||2)

(∫ tni+1

T0

∫ tnj+1

tnj

α2(t,s)dsdt
)

+
i∑

j=0
dnj ,

≤ 2σ(T −T0)
i∑

j=0
(1 + 2||xnj ||2 + 2||unj ||2)

(∫ tni+1

T0

∫ tnj+1

tnj

α2(t,s)dsdt
)

+d, (4.3.12)

where

d= [k2(0) + 3(ρ+ 1)2]
∫ T

T0
ȧ2(t)dt+ 2[(T −T0) +ϕ(T0,x0)], (4.3.13)

since −ϕ(tni+1,x
n
i+1) ≤ 0. It follows from the Cauchy-Schwartz inequality and the

absolute continuity of (xn) that

||xn(tni+1)−xn(T0)||2 = ||
∫ tni+1

T0
ẋn(t)dt||2

≤ (tni+1−T0)
∫ tni+1

T0
||ẋn(t)||2dt

≤ (T −T0)
∫ tni+1

T0
||ẋn(t)||2dt,

for i= 0, · · · ,n−1. Along with (4.3.12),

||xn(tni+1)−xn(T0)||2

≤ 2σ(T −T0)2
i∑

j=0
(1+2||xnj ||2 +2||unj ||2)

(∫ tni+1

T0

∫ tnj+1

tnj

α2(t,s)dsdt
)

+d(T −T0),

that gives

||xni+1||2 ≤ 2||xni+1−xn0 ||2 + 2||x0||2

≤ 4σ(T −T0)2
i∑

j=0
(1 + 2||xnj ||2 + 2||unj ||2)

(∫ tni+1

T0

∫ tnj+1

tnj

α2(t,s)dsdt
)

+ 2||x0||2 + 2d(T −T0)

≤ σ1
i∑

j=0
(||xnj ||2 + ||unj ||2)

∫ tni+1

T0

∫ tnj+1

tnj

α2(t,s)dsdt+σ2, (4.3.14)

such that

σ1 =8σ(T −T0)2

σ2 =2||x0||2 + 4σ(T −T0)2
∫ T

T0

∫ T

T0
α2(t,s)dsdt+ 2d(T −T0).
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In view of (4.3.8) once more, we can obtain for each i ∈ {0, · · · ,n}

||u̇n(t)|| ≤ 2||g(t,xn(tni ),un(tni ))||+ |v̇(t)|, a.e. t ∈ [tni , tni+1],

which implies

||un(tni+1)|| ≤ ||un(tni )||+ 2
∫ tni+1

tni

||g(t,xn(tni ),un(tni ))||dt+
∫ tni+1

tni

|v̇(t)|dt.

Iterating

||uni+1|| ≤ ||u0||+ 2
i∑

j=0

∫ tnj+1

tnj

||g(t,xnj ,unj )||dt+
∫ tni+1

T0
|v̇(t)|dt.

Consequently

||uni+1||2

≤ 2||u0||2 + 16
( i∑
j=0

∫ tnj+1

tnj

||g(t,xnj ,unj )||dt
)2

+ 4
(∫ tni+1

T0
|v̇(t)|dt

)2

≤ 2||u0||2 + 16
( i∑
j=0

(1 + ||xnj ||+ ||unj ||)
∫ tnj+1

tnj

γ(t)dt
)2

+ 4
(∫ tni+1

T0
|v̇(t)|dt

)2
,

with the help of (ii). Now, take yj = (1 + ||xnj ||+ ||unj ||)
∫ tnj+1
tnj

γ(t)dt in Lemma 2.2.1

||uni+1||2

≤ 2||u0||2 + 16(i+ 1)
i∑

j=0
(1 + ||xnj ||+ ||unj ||)2

(∫ tnj+1

tnj

γ(t)dt
)2

+ 4
(∫ tni+1

T0
|v̇(t)|dt

)2
.

By applying Cauchy-Schwartz inequality, it follows

||uni+1||2 ≤ 2||u0||2 + 16(i+ 1)
i∑

j=0
(1 + ||xnj ||+ ||unj ||)2(tnj+1− tnj )

(∫ tnj+1

tnj

γ2(t)dt
)

+ 4(tni+1−T0)
(∫ tni+1

T0
|v̇(t)|2dt

)
.

Since (i+ 1)(tnj+1− tnj )≤ (T −T0), it is shown that

||uni+1||2 ≤ 2||u0||2 + 32(T −T0)
i∑

j=0
(1 + 2||xnj ||2 + 2||unj ||2)

(∫ tnj+1

tnj

γ2(t)dt
)

+ 4(T −T0)
(∫ tni+1

T0
|v̇(t)|2dt

)
.
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Thus

||uni+1||2 ≤ σ3
i∑

j=0
(||xnj ||2 + ||unj ||2)

∫ tnj+1

tnj

γ2(t)dt+σ4, (4.3.15)

such that

σ3 =64(T −T0)

σ4 =2||u0||2 + 32(T −T0)
∫ T

T0
γ2(t)dt+ 4(T −T0)

∫ T

T0
|v̇(t)|2dt.

Summing (4.3.14)-(4.3.15) member to member, one obtains

||xni+1||2 + ||uni+1||2

≤
i∑

j=0
(||xnj ||2 + ||unj ||2)

(
σ1

∫ tni+1

T0

∫ tnj+1

tnj

α2(t,s)dsdt+σ3

∫ tnj+1

tnj

γ2(t)dt
)

+σ5,

≤
i∑

j=0
(||xnj ||2 + ||unj ||2)

(
σ1

∫ T

T0

∫ tnj+1

tnj

α2(t,s)dsdt+σ3

∫ tnj+1

tnj

γ2(t)dt
)

+σ5,

such that σ5 = σ2 +σ4. Lemma 2.9.2, clearly yields

||xni+1||2 + ||uni+1||2 ≤M, (4.3.16)

for the constant

M := σ5 exp
(
σ1

∫ T

T0

∫ T

T0
α2(t,s)dsdt+σ3

∫ T

T0
γ2(t)dt

)
,

observing that
i∑

j=0

∫ T

T0

∫ tnj+1

tnj

α2(t,s)dsdt=
∫ T

T0

(
i∑

j=0

∫ tnj+1

tnj

α2(t,s)ds
)
dt

=
∫ T

T0

∫ tni+1

T0
α2(t,s)dsdt

≤
∫ T

T0

∫ T

T0
α2(t,s)dsdt.

We return to (4.3.11) and (4.3.16), for i= n−1 which can be written∫ T

T0
||φn(t)||2dt

≤ 2(T −T0)
n−1∑
j=0

(1 + 2||xnj ||2 + 2||unj ||2)
(∫ T

T0

∫ tnj+1

tnj

α2(t,s)dsdt
)
,

≤ 2(T −T0)(1 + 2M)
(∫ T

T0

∫ T

T0
α2(t,s)dsdt

)
<∞, (4.3.17)
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summing (4.3.5), for i= 0 to i= n−1, it results∫ T

T0
||ẋn(t)||2dt≤ σ

∫ T

T0
||φn(t)||2dt+dnn, (4.3.18)

where

dnn = [k2(0) + 3(ρ+ 1)2]
∫ T

T0
ȧ2(t)dt+ 2[(T −T0) +ϕ(T0,x0)−ϕ(T,xn(T ))].

Observe that −ϕ(T,xn(T ))≤ 0, it follows from (4.3.17)-(4.3.18),∫ T

T0
||ẋn(t)||2dt≤ σ

∫ T

T0
||φn(t)||2dt+d <∞, (4.3.19)

hence

sup
n∈N
||ẋn(·)||L2

H(I) < ξ1 <+∞. (4.3.20)

We combine (ii), (4.3.8) and (4.3.16) to obtain for almost all t and for any n

||g(t,xn(θn(t)),un(θn(t)))|| ≤ (1 + 2M
1
2 )γ(t), (4.3.21)

and

||u̇n(t) +g(t,xn(θn(t)),un(θn(t)))|| ≤ κ(t), (4.3.22)

thus

||u̇n(t)|| ≤ ψ(t), (4.3.23)

noting that the maps defined by κ and ψ are

κ(t) = (1 + 2M
1
2 )γ(t) + |v̇(t)|, ψ(t) = 2(1 + 2M

1
2 )γ(t) + |v̇(t)|, t ∈ I.

Step 2. Let us prove that (un(·)) and (xn(·)) converge.

We will show that the uniform Cauchy’s criterion on I is satisfied for the sequences

(un(·))n and (xn(·))n. Let p and q be arbitrary integers, and that for a.e. t ∈ I

−u̇p(t)−g(t,xp(θp(t)),up(θp(t))) ∈NC(t)(up(t)),

−u̇q(t)−g(t,xq(θq(t)),uq(θq(t))) ∈NC(t)(uq(t)).

Using (2.8.1) and (4.3.22) in combination with these last inclusions, one has

〈u̇p(t) +g(t,xp(θp(t)),up(θp(t)))− u̇q(t)−g(t,xq(θq(t)),uq(θq(t))),up(t)−uq(t)〉

≤ κ(t)
r
||up(t)−uq(t)||2.
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Simplifying,

〈u̇p(t)− u̇q(t),up(t)−uq(t)〉

≤ κ(t)
r
||up(t)−uq(t)||2

+ 〈g(t,xp(θp(t)),up(θp(t)))−g(t,xq(θq(t)),uq(θq(t))),uq(t)−up(t)〉. (4.3.24)

The absolute continuity of un(·) and (4.3.23), ensure that, there is a K > 0 such

that for any n and for all t ∈ I

||un(t)|| ≤K. (4.3.25)

The absolute continuity of xn(·) and (4.3.20), guarantee that there exists ξ > 0 such

that for any n and for all t ∈ I,

||xn(t)|| ≤ ξ. (4.3.26)

Set K1 = max(K,ξ). According to (iii), a non-negative function ζK1(·)∈L2
R(I) then

exists such that for a.e. t ∈ I,

||g(t,xp(θp(t)),up(θp(t)))−g(t,xq(θq(t)),uq(θq(t)))||

≤ ζK1(t)
(
||xp(θp(t))−xq(θq(t))||+ ||up(θp(t))−uq(θq(t))||

)
. (4.3.27)

Remark that for any t ∈ I

||xp(θp(t))−xq(θq(t))|| ≤ ||xq(θq(t))−xq(t)||+ ||xq(t)−xp(t)||+ ||xp(t)−xp(θp(t))||.

The absolute continuity of xp for each p, the construction of θp that is, for any t ∈ I

and any p, 0≤ t− θp(t)≤ (T −T0)/p, along with (4.3.20) yield for any t ∈ I

||xp(t)−xp(θp(t))|| ≤
∫ t

θp(t)
||ẋp(s)||ds

≤ (t− θp(t))
1
2

(∫ T

T0
||ẋp(s)||2ds

) 1
2
≤
(
T −T0
p

) 1
2
ξ1.

For any t ∈ I, we conclude

||xp(θp(t))−xq(θq(t))|| ≤ ||xq(t)−xp(t)||+ ξ1

[(
T −T0
p

) 1
2

+
(
T −T0
q

) 1
2
]
. (4.3.28)



4.3. Main result 79

Once more by the absolute continuity of up, one can now obtain for any p and any

t ∈ I

||up(t)−up(θp(t))|| ≤
∫ t

θp(t)
||u̇p(s)||ds≤

∫ t

θp(t)
ψ(s)ds,

with the help of (4.3.23).

Therefore, it is evident that

||up(θp(t))−uq(θq(t))|| ≤ ||uq(t)−up(t)||+
(∫ t

θq(t)
ψ(s)ds+

∫ t

θp(t)
ψ(s)ds

)
. (4.3.29)

A combination of (4.3.25), (4.3.28)-(4.3.29), and (4.3.27), lead to

〈g(t,xp(θp(t)),up(θp(t)))−g(t,xq(θq(t)),uq(θq(t))),uq(t)−up(t)〉

≤ ζK1(t)||uq(t)−up(t)||2 + ζK1(t)||uq(t)−up(t)||||xq(t)−xp(t)||

+ 2KζK1(t)
(
ξ1

[(
T −T0
p

) 1
2

+
(
T −T0
q

) 1
2
]

+
∫ t

θq(t)
ψ(s)ds+

∫ t

θp(t)
ψ(s)ds

)
.

We then go back to (4.3.24) to deduce that

1
2
d

dt
||up(t)−uq(t)||2 ≤

(
ζK1(t) + κ(t)

r

)
||up(t)−uq(t)||2 +Lp,q(t)

+ ζK1(t)||uq(t)−up(t)||||xq(t)−xp(t)||

≤
(3

2ζK1(t) + κ(t)
r

)(
||up(t)−uq(t)||2 + ||xq(t)−xp(t)||2

)
+Lp,q(t), (4.3.30)

seeing that, for each a,b ∈ R, ab≤ 1
2(a2 + b2), where the map Lp,q : I→ R+ is given

by

Lp,q(t) = 2KζK1(t)
(
ξ1

[(
T −T0
p

) 1
2

+
(
T −T0
q

) 1
2
]

+
∫ t

θq(t)
ψ(s)ds+

∫ t

θp(t)
ψ(s)ds

)
,

for all t ∈ I. Since, by assumption, ζK1(·),ψ(·) ∈ L2
R(I), and θp(t), θq(t)→ t when

p,q→+∞, one derives

lim
p,q→∞Lp,q(t) = 0 a.e. t ∈ I.

Also, |Lp,q(t)| ≤ 4KζK1(t)
(
ξ1(T −T0) 1

2 +
∫ T
T0 ψ(s)ds

)
for every t ∈ I, according to

Theorem 2.6.1, it comes

lim
p,q→∞

∫ T

T0
Lp,q(t)dt= 0. (4.3.31)
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Let p and q denote two arbitrary integers. Remember that for a.e. t ∈ I

−ẋp(t)−
∫ t

T0
f(t,s,xp(θp(s)),up(θp(s)))ds ∈ ∂ϕ(t,xp(t)),

−ẋq(t)−
∫ t

T0
f(t,s,xq(θq(s)),uq(θq(s)))ds ∈ ∂ϕ(t,xq(t)).

The monotony of ∂ϕ(t, ·) produces

〈ẋp(t)− ẋq(t),xp(t)−xq(t)〉

≤
〈∫ t

T0
f(t,s,xq(θq(s)),uq(θq(s)))ds

−
∫ t

T0
f(t,s,xp(θp(s)),up(θp(s)))ds,xp(t)−xq(t)

〉
. (4.3.32)

Taking into consideration (4.3.25)-(4.3.26), choose K1 = max(K,ξ), and by (jjj),

there is a function βK1(·) ∈ L2
R+(I) such that for a.e. t ∈ I,

||f(t,s,xp(θp(s)),up(θp(s)))−f(t,s,xq(θq(s)),uq(θq(s)))||

≤ βK1(t)
(
||xp(θp(s))−xq(θq(s))||+ ||up(θp(s))−uq(θq(s))||

)
.

Making use of (4.3.28)-(4.3.29) and (4.3.26), Thus, it comes〈∫ t

T0
f(t,s,xq(θq(s)),uq(θq(s)))ds−

∫ t

T0
f(t,s,xp(θp(s)),up(θp(s)))ds,xp(t)−xq(t)

〉

≤
(∫ t

T0
||f(t,s,xq(θq(s)),uq(θq(s)))−f(t,s,xp(θp(s)),up(θp(s)))||ds

)
||xp(t)−xq(t)||

≤ βK1(t)||xq(t)−xp(t)||
∫ t

T0

(
||uq(s)−up(s)||+ ||xq(s)−xp(s)||

)
ds

+2ξβK1(t)
∫ t

T0

(
ξ1

[(
T −T0
p

) 1
2

+
(
T −T0
q

) 1
2
]

+
∫ s

θq(s)
ψ(r)dr+

∫ s

θp(s)
ψ(r)dr

)
ds.

We return to (4.3.32), it results

1
2
d

dt
||xp(t)−xq(t)||2 = 〈ẋp(t)− ẋq(t),xp(t)−xq(t)〉

≤ βK1(t)||xq(t)−xp(t)||
∫ t

T0

(
||uq(s)−up(s)||+ ||xq(s)−xp(s)||

)
ds+Fp,q(t)

≤
√

2βK1(t)||xq(t)−xp(t)||
∫ t

T0

(
||uq(s)−up(s)||2 + ||xq(s)−xp(s)||2

) 1
2
ds

+Fp,q(t),
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observing that a+ b≤
√

2(a2 + b2) 1
2 with a, b≥ 0, and Fp,q : I → R is given by

Fp,q(t)

= 2ξβK1(t)
∫ t

T0

(
ξ1

[(
T −T0
p

) 1
2

+
(
T −T0
q

) 1
2
]

+
∫ s

θq(s)
ψ(r)dr+

∫ s

θp(s)
ψ(r)dr

)
ds,

for every t ∈ I.

Further, note that

||xq(t)−xp(t)|| ≤ (||uq(t)−up(t)||2 + ||xq(t)−xp(t)||2
) 1

2
,

due to a≤ (a2 + b2) 1
2 for a, b≥ 0. Setting y(t) = ||uq(t)−up(t)||2 + ||xq(t)−xp(t)||2,

t ∈ I, one gets

1
2
d

dt
||xp(t)−xq(t)||2 ≤

√
2βK1(t)(y(t))

1
2

∫ t

T0
(y(s))

1
2ds+Fp,q(t). (4.3.33)

Since, by assumption βK1(·),ψ(·)∈L2
R(I), and θp(t), θq(t)→ t when p,q→+∞, then

(see (4.3.31)), one deduces

lim
p,q→∞Fp,q(t) = 0 a.e. t ∈ I.

Also, |Fp,q(t)| ≤ 4ξβK1(t)
(
ξ1(T −T0) 3

2 +
∫ T
T0

∫ T
T0 ψ(r)drds

)
for all t ∈ I.

Theorem 2.6.1 leads to the conclusion that

lim
p,q→∞

∫ T

T0
Fp,q(t)dt= 0. (4.3.34)

Summing (4.3.33) and (4.3.30), member to member gives us

ẏ(t)≤ (3ζK1(t) + 2κ(t)
r

)
y(t) + 2

√
2βK1(t)(y(t))

1
2

∫ t

T0
(y(s))

1
2ds+g(t).

For ε > 0, set

y(t) = ||up(t)−uq(t)||2 + ||xp(t)−xq(t)||2,

h1(t) = 3ζK1(t) + 2κ(t)
r

, h2(t) = 2
√

2βK1(t),

h(t) = max
(
h1(t)

2 ,
h2(t)

2

)
, g(t) = 2(Lp,q(t) +Fp,q(t)), for almost all t ∈ I.
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Therefore, Lemma 2.9.3 allows to conclude

(y(t))
1
2 ≤ (y(T0) + ε)

1
2 exp

(∫ t

T0
(h(s) + 1)ds

)
+ ε

1
2

2

∫ t

T0
exp

(∫ t

s
(h(r) + 1)dr

)
ds

+ 2
[(∫ t

T0
g(s)ds+ ε

) 1
2
− ε

1
2 exp

(∫ t

T0
(h(r) + 1)dr

)]

+ 2
∫ t

T0

(
h(s) + 1

)
exp

(∫ t

s
(h(r) + 1)dr

)(∫ s

T0
g(r)dr+ ε

) 1
2
ds,

for every t ∈ I.

According to (4.3.31) and (4.3.34), ||up(T0)− uq(T0)|| = 0, ||xp(T0)− xq(T0)|| = 0,

with ε→ 0, it results

lim
p,q→∞ ||up(·)−uq(·)||∞ = 0 and lim

p,q→∞ ||xp(·)−xq(·)||∞ = 0.

In other words, (un(·)) uniformly converges on I to some map u(·) ∈ CH(I), as

guaranteed by the uniform Cauchy’s criterion. Taking (4.3.23) into consideration,

one can infer that (u̇n(·)) converges weakly in L1
H(I) to a map h ∈ L1

H(I), and for

any t ∈ I, one has ∫ t

T0
u̇n(s)ds ⇀

∫ t

T0
h(s)ds inH.

As (un(t)) strongly converges to u(t) in H, it follows that u(t) = u0 +
∫ t
T0 h(s)ds.

This proves that for all t ∈ I, u(·) is absolutely continuous with u̇= h a.e., and

u̇n(·)⇀ u̇(·) in L1
H(I). (4.3.35)

Furthermore, one infers from (4.3.25)

||u(t)|| ≤K, t ∈ I. (4.3.36)

Moreover, (4.3.23) and the absolute continuity of (un(·)) produce for T0 ≤ τ ≤ t≤ T ,

||un(t)−un(τ)||= ||
∫ t

τ
u̇n(s)ds|| ≤

∫ t

τ
ψ(s)ds.

As

||un(θn(t))−u(t)|| ≤ ||un(θn(t))−un(t)||+ ||un(t)−u(t)||

≤
∫ t

θn(t)
ψ(s)ds+ ||un(t)−u(t)||,
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and θn(t)→ t by construction, it follows that

||un(θn(t))−u(t)|| −→ 0, as n→∞, for any t ∈ I. (4.3.37)

Now, the aforementioned uniform Cauchy’s criterion ensures that

(xn(·)) uniformly converges on I to some map x(·) ∈ CH(I), (4.3.38)

furthermore, one infers from (4.3.26)

||x(t)|| ≤ ξ, t ∈ I. (4.3.39)

Meanwhile, the absolute continuity of (xn(·)) and (4.3.20) produce for T0≤ r≤ t≤T ,

||xn(t)−xn(r)||= ||
∫ t

r
ẋn(τ)dτ || ≤ (t− r)

1
2 (
∫ T

T0
||ẋn(τ)||2dτ)

1
2 ≤ (t− r)

1
2 ξ1.

As

||xn(θn(t))−x(t)|| ≤ ||xn(θn(t))−xn(t)||+ ||xn(t)−x(t)||

≤ (t− θn(t))
1
2 ξ1 + ||xn(t)−x(t)||,

and θn(t)→ t by construction, then

||xn(θn(t))−x(t)|| −→ 0, as n→∞, for any t ∈ I. (4.3.40)

We note that for each n, one has by (jj), (4.3.25), and (4.3.26)

||f(t,s,xn(θn(s)),un(θn(s)))|| ≤ (1 +K+ ξ)α(t,s) a.e. t ∈ I, (4.3.41)

where, for any t ∈ I, the map given by s 7→ (1 +K+ ξ)α(t,s) is integrable. Along

with (4.3.37) and (4.3.40), f(t,s, ·, ·) is considered to be continuous, therefore for

almost every t ∈ I

||f(t,s,xn(θn(s)),un(θn(s)))−f(t,s,x(s),u(s))|| → 0 as n→∞.

For every t ∈ I, we remark that

||
∫ t

T0
f(t,s,xn(θn(s)),un(θn(s)))ds−

∫ t

T0
f(t,s,x(s),u(s))ds||

= ||
∫ t

T0

(
f(t,s,xn(θn(s)),un(θn(s)))−f(t,s,x(s),u(s))

)
ds||

≤
∫ t

T0
||f(t,s,xn(θn(s)),un(θn(s)))−f(t,s,x(s),u(s))||ds.
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In addition to (4.3.41), Theorem 2.6.1 implies that

lim
n→∞ ||

∫ t

T0
f(t,s,xn(θn(s)),un(θn(s)))ds−

∫ t

T0
f(t,s,x(s),u(s))ds||= 0. (4.3.42)

Observe that the mapping φn determined in (4.3.9) fulfills

||φn(t)|| ≤ (1 +K+ ξ)
∫ t

T0
α(t,s)ds a.e. t ∈ I,

employing (4.3.41). Since α ∈ L2
R+(I× I), the function ∆ : I → R such that ∆(t) =

(1 +K + ξ)
∫ T
T0 α(t,s)ds is square-integrable. By using this in conjunction with

(4.3.42), Theorem 2.6.1 yields

lim
n→∞

∫ T

T0
||
∫ t

T0
f(t,s,xn(θn(s)),un(θn(s)))ds−

∫ t

T0
f(t,s,x(s),u(s))ds||2dt= 0,

that is,

φn(·)−→ φ(·) in L2
H(I), (4.3.43)

where the function φ : I→H is φ(t) =
∫ t

T0
f(t,s,x(s),u(s))ds, t ∈ I. Now, note that

(ẋn(·)) is bounded in L2
H(I), as indicated in (4.3.20), so that up to a subsequence

that we do not relabel, we can assume that (ẋn(·))n converges weakly in L2
H(I)

to some map w(·) ∈ L2
H(I). For any integer n, (xn(·))n is absolutely continuous.

Therefore, for each y ∈H and for T0 ≤ r ≤ t≤ T , one has
∫ T

T0
〈y1[r,t](τ), ẋn(τ)〉dτ = 〈y,xn(t)−xn(r)〉.

Passing to the limit of equality provides (using (4.3.38))

〈y,
∫ t

r
w(τ)dτ〉= 〈y,x(t)−x(r)〉.

Thus, for each r, t ∈ I: r ≤ t, we obtain
∫ t
r w(τ)dτ = x(t)−x(r). Therefore x(·) is

absolutely continuous and w(·) = ẋ(·) a.e.. As a result, ẋ ∈ L2
H(I) and

ẋn(·)⇀ ẋ(·) in L2
H(I). (4.3.44)

Step 3. First, let us prove the differential inclusion:

−ẋ(t) ∈ ∂ϕ(t,x(t)) +
∫ t

T0
f(t,s,x(s),u(s))ds a.e. t ∈ I. (4.3.45)



4.3. Main result 85

Remember that for any n, (4.3.7) holds true. Proposition 3.2.1 gives that A is a

maximal monotone operator, consequently, the differential inclusion (4.3.45) holds

true in conjunction with the previous modes of convergence (4.3.38), (4.3.43), and

(4.3.44). Now let’s confirm the velocity estimates. By considering (4.3.43) and

(4.3.44), one can pass to the inferior limit on n in (4.3.19) and obtain∫ T

T0
||ẋ(t)||2dt≤ d+σ

∫ T

T0
||
∫ t

T0
f(t,s,x(s),u(s))ds||2dt.

By (jj) and the Cauchy-Schwartz inequality, we write∫ T

T0
||ẋ(t)||2dt≤ d+ 2σ(T −T0)

∫ T

T0

∫ t

T0
α2(t,s)(1 + ||x(s)||+ ||u(s)||)2dsdt.

Using (4.3.36) in conjunction with (4.3.39), the latter inequality is then combined

to get (4.3.1).

Let’s now prove the system’s second differential inclusion of (CP )

u̇(t) +g(t,x(t),u(t)) ∈ −NC(t)(u(t)) a.e. t ∈ I. (4.3.46)

From (iii), (4.3.37), and (4.3.40), it can be inferred that

g(t,xn(θn(t)),un(θn(t)))→ g(t,x(t),u(t)), t ∈ I.

Theorem 2.6.1 gives

g(·,xn(θn(·)),un(θn(·)))→ g(·,x(·),u(·)) in L1
H(I), (4.3.47)

with the help of (4.3.21). As well, we obtain by (ii), (4.3.36), (4.3.39)

||g(t,x(t),u(t))|| ≤ γ(t)(1 +K+ ξ) a.e. t ∈ I.

Mazur’s lemma allow to deduce that, given (4.3.35), and (4.3.47), there is a sequence

(yn(·)) that strongly converges in L1
H(I) to u̇(·)+g(·,x(·),u(·)) that is, for every t∈ I

and every n ∈ N

yn(t) ∈ co{u̇p(t) +g(t,xp(θp(t)),up(θp(t))) : p≥ n}.

Thus, we could extract a subsequence so that

yn(t)→ u̇(t) +g(t,x(t),u(t)) a.e. t ∈ I,
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then for almost every t ∈ I

u̇(t) +g(t,x(t),u(t)) ∈
⋂
n

co{u̇p(t) +g(t,xp(θp(t)),up(θp(t))) : p≥ n}.

Hence, for all t ∈ I, for almost z ∈H,

〈z, u̇(t) +g(t,x(t),u(t))〉 ≤ inf
n

sup
p≥n
〈z, u̇p(t) +g(t,xp(θp(t)),up(θp(t)))〉.

Given (2.8.2), (4.3.7), and (4.3.22), it can be inferred that

〈z, u̇(t) +g(t,x(t),u(t))〉 ≤ κ(t) limsup
n

δ∗(−∂Pd(un(t),C(t)), z)

≤ κ(t) limsup
n

δ∗(−∂Cd(un(t),C(t)), z).

However, for all t∈ I, δ∗(−∂Cd(·,C(t)), z) is upper semi-continuous on H, for almost

all t ∈ I, for all z ∈H, it follows that

〈z, u̇(t) +g(t,x(t),u(t))〉 ≤ κ(t)δ∗(−∂Cd(u(t),C(t)), z).

For all t ∈ I, the Clarke subdifferential ∂Cd(u(t),C(t)) is closed convex, by using

Proposition 2.7.1, one obtains

u̇(t) +g(t,x(t),u(t)) ∈ −κ(t)∂Cd(u(t),C(t)) a.e. t ∈ I,

in conjunction with the inclusion (2.8.3) leads (4.3.46).

Proposition 4.2.2 entails for a.e. t ∈ I

||u̇(t) +g(t,x(t),u(t))|| ≤ ||g(t,x(t),u(t))||+ |v̇(t)|.

In view of (ii) produces

||u̇(t) +g(t,x(t),u(t))|| ≤ γ(t)(1 + ||x(t)||+ ||u(t)||) + |v̇(t)|. (4.3.48)

Then, it comes

||u̇(t)|| ≤ 2γ(t)(1 + ||x(t)||+ ||u(t)||) + |v̇(t)|.

The latter inequality, (4.3.36) and (4.3.39) ensure the validity of the estimate (4.3.2).

By making use of (4.3.45)-(4.3.46) in conjunction with (x(T0),u(T0)) = (x0,u0), the

existence of a (x,u) : I →H×H solution to (CP ) is guaranteed.

Part 2: Uniqueness of the solution. Let us consider two solutions to (CP )

(x1,u1), (x2,u2). In particular, since the absolutely continuous mappings xi and ui
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are bounded on I, we can select a real constant S > 0, such that for every i = 1,2,

||xi(t)|| ≤ S and ||ui(t)|| ≤ S for all t ∈ I. Estimate (4.3.48) states that one has for

i= 1,2, for almost all t ∈ I

||u̇i(t) +g(t,xi(t),ui(t))|| ≤ (1 + 2S)γ(t) + |v̇(t)|.

Given the hypomonotony of the normal cone and the Lipschitz property of g in (iii),

we write

1
2
d

dt
||u2(t)−u1(t)||2 ≤

(
ζS(t) + κ1(t)

r

)
||u2(t)−u1(t)||2

+ ζS(t)||u2(t)−u1(t)||||x2(t)−x1(t)||

≤
(3

2ζS(t) + κ1(t)
r

)(
||u2(t)−u1(t)||2 + ||x2(t)−x1(t)||2

)
,

(4.3.49)

as in (4.3.30), where κ1(t) = (1 + 2S)γ(t) + |v̇(t)| for each t ∈ I.

Additionally, because ∂ϕ(t, ·) is monotone and f has the Lipschitz property (jjj),

it leads to

1
2
d

dt
‖x2(t)−x1(t)‖2

≤
√

2βS(t)‖x2(t)−x1(t)‖
∫ t

T0

(
‖u2(s)−u1(s)‖2 +‖x2(s)−x1(s)‖2

) 1
2
ds

≤
√

2βS(t)
(
y(t)

) 1
2
∫ t

T0

(
y(s)

) 1
2
ds, (4.3.50)

as in (4.3.33) with y(t) = ‖u2(t)−u1(t)‖2 +‖x2(t)−x1(t)‖2 for any t ∈ I. Summing

(4.3.49)-(4.3.50) member to member yields

ẏ(t)≤
(

3ζS(t) + 2κ1(t)
r

)
y(t) + 2

√
2βS(t)

(
y(t)

) 1
2
∫ t

T0

(
y(s)

) 1
2
ds,

for any t ∈ I. Using Lemma 2.9.3, one obtains (x1,u1) = (x2,u2) for any ε > 0. The

solution is therefore unique. Thus, the theorem’s proof is complete.
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4.4 Application to optimal control theory

We provide an application of optimal control theory in this section. Our primary

goal is to minimize the following Bolza type functional

minL0[x,u,z], (4.4.1)

subject to the set of controls z and the appropriate solutions (x,u) to the dynamical

system 

−ẋ(t) ∈ ∂ϕ(t,x(t)) +
∫ t

0
f(x(s),u(s))ds a.e. t ∈ [0,T ],

−u̇(t) ∈NC(t)(u(t)) +g(x(t),u(t), z(t)) a.e. t ∈ [0,T ],
z(·) ∈W 1,2

Rd (I),
x(0) = x0 ∈ domϕ(0, ·), u(0) = u0 ∈ C(0),

(4.4.2)

whereas L0[x,u,z] =
∫ T
0 J0(t,x(t),u(t), z(t), ẋ(t), u̇(t), ż(t))dt. The cost functional J0 :

[0,T ]×R4n+2d → [0,+∞[ and the mappings f : R2n → Rn, g : R2n+d → Rn fulfill

adequate assumptions.

The dynamical system (4.4.2) can be represented in the following way

−ẋ(t) ∈ ∂ϕ(t,x(t)) +y(t) a.e. t ∈ [0,T ],
ẏ(t) = f(x(t),u(t)) a.e. t ∈ [0,T ],
−u̇(t) ∈NC(t)(u(t)) +g(x(t),u(t), z(t)) a.e. t ∈ [0,T ],
z(·) ∈W 1,2

Rd (I),
x(0) = x0 ∈ domϕ(0, ·), u(0) = u0 ∈ C(0), y(0) = 0.

(4.4.3)

The appropriate running cost J : [0,T ]×R6n+2d→ [0,+∞[

J(t,x(t),y(t),u(t),z(t), ẋ(t), ẏ(t), u̇(t), ż(t)) := J0(t,x(t),u(t),z(t), ẋ(t), u̇(t), ż(t)), (4.4.4)

is associated to (4.4.3), in order to reformulate the optimal control problem as

follows

minL[x,y,u,z],

subject to the set of solutions (x,y,u,z) to the dynamical system (4.4.3), as well as

L[x,y,u,z] =
∫ T

0
J(t,x(t),y(t),u(t), z(t), ẋ(t), ẏ(t), u̇(t), ż(t))dt.

We may now establish the main theorem of this section.
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Theorem 4.4.1. Suppose that ϕ : I ×Rn→ [0,+∞] is a map which fulfills (H1)-

(H2). Given a multi-valued map C : I ⇒ Rn, let (H3)-(H4) hold true. Given two

continuous mappings, f : R2n→ Rn and g : R2n+d→ Rn such that

(j)′ a constant α > 0 exists such that, for any x,u ∈ Rn, one has

||f(x,u)|| ≤ α(1 + ||x||+ ||u||);

(jj)′ a constant β > 0 exists for each η > 0 such that for each x,y,u,v ∈ BRn [0,η],

one has

||f(x,u)−f(y,v)|| ≤ β(||x−y||+ ||u−v||);

(i)′ a constant γ > 0 exists such that, for every pair of values x,u ∈ Rn, w ∈ Rd,

one has

||g(x,u,w)|| ≤ γ(1 + ||x||+ ||u||);

(ii)′ for each η > 0, there is a constant ζ > 0, for every w ∈ Rd and x,y,u,v ∈

BRn [0,η]

||g(x,u,w)−g(y,v,w)|| ≤ ζ(||x−y||+ ||u−v||).

Assume that the cost functional J0 : I×R4n+2d→ [0,+∞[ from (4.4.4) is a measur-

able map and, for every t ∈ I, J0(t, ·) is lower semi-continuous on R4n+2d. Let us

further assume that the cost functional J0 is convex with respect to the velocity vari-

ables ẋ, u̇, and ż. Furthermore, we assume that (zn(·)) is bounded in W 1,2
Rd (I) along

a minimizing sequence (xn(·),un(·), zn(·)) of (4.4.1). Hence, there is an optimal

solution for problem (4.4.1).

Proof. First, note that Theorem 4.3.1 guarantees the existence, uniqueness of the

solution (x(·),u(·)), and suitable estimates see (4.3.1), (4.3.2) for a fixed z(·) ∈

W 1,2
Rd (I). Take the minimizing sequence (xn(·),un(·), zn(·)) of the problem (4.4.1),
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that is,

lim
n→∞

∫ T

0
J0(t,xn(t),un(t), zn(t), ẋn(t), u̇n(t), żn(t))dt

= inf
(v,w,h)

∫ T

0
J0(t,v(t),w(t),h(t), v̇(t), ẇ(t), ḣ(t))dt, (4.4.5)

where the set of controls h(·) and the corresponding solutions (v(·),w(·)) to the

dynamical system (4.4.2) are taken over by the inf. The sequence (żn(·)) is weakly

compact in L2
Rd(I) since the sequence (zn(·)) is bounded in W 1,2

Rd (I) by assumption.

Therefore, by applying Theorem 2.2.3, we can show that there exists a map z(·) ∈

W 1,2
Rd (I) such that (zn(·)) uniformly converges to z(·) and (żn(·)) converges weakly

to ż(·) in L2
Rd(I).

One has sup
n∈N
‖u̇n(·)‖L2

Rn(I) < +∞ (see (4.3.2)) according to Theorem 4.3.1, and the

sequence (un(·)) is equi-continuous and uniformly bounded on I. Once more, by

Theorem 2.2.3, there is a map u(·) ∈W 1,2
Rn (I) such that (un(·)) uniformly converges

to u(·), and u̇(·) converges weakly to u̇(·) in L2
Rn(I).

In addition, a map x(·) ∈W 1,2
Rn (I) exists in the spirit of (4.3.1), such that (xn(·))

converges uniformly to x(·) and (ẋn(·)) converges weakly to ẋ(·) in L2
Rn(I).

Let yn(t) =
∫ t
0 f(xn(s),un(s))ds, for all t ∈ I, and for each n. Since the function f

is continuous, the above convergence modes leads to

f(xn(s),un(s))→ f(x(s),u(s)) a.e. s ∈ I.

Taking (j)′ into consideration, along with the uniform boundedness of (un(·)) and

(xn(·)) on I, Theorem 2.6.1 gives

yn(t)→ y(t), as n→∞ a.e. t ∈ I, (4.4.6)

with y : I → Rn is given by y(t) =
∫ t
0 f(x(s),u(s))ds, t ∈ I.

Now, from (j)′ and the uniform boundedness of (un(·)) and (xn(·)) on I, there is

S > 0 such that, for any t ∈ I, ||yn(t)|| ≤ S. In conjunction with (4.4.6), thus,

Theorem 2.6.1 leads

yn(·)→ y(·) in L2
Rn(I) as n→∞.



4.4. Application to optimal control theory 91

An application of Theorem 2.9.1, one can infer

L[x,y,u,z] = L0[x,u,z]≤ liminf
n→∞ L0[xn,un, zn] = liminf

n→∞ L[xn,yn,un, zn],

thus,
∫ T

0
J0(t,x(t),u(t), z(t), ẋ(t), u̇(t), ż(t))dt

≤ liminf
n→∞

∫ T

0
J0(t,xn(t),un(t), zn(t), ẋn(t), u̇n(t), żn(t))dt,

where J0 is defined in (4.4.4). According to (4.4.5), it can be concluded that

inf
(v,w,h)

∫ T

0
J0(t,v(t),w(t),h(t), v̇(t), ẇ(t), ḣ(t))dt

=
∫ T

0
J0(t,x(t),u(t), z(t), ẋ(t), u̇(t), ż(t))dt.

Note that for all n ∈ N, (xn(·),un(·)) is the unique solution related to the control

map zn(·) to the system

−ẋn(t) ∈ ∂ϕ(t,xn(t)) +
∫ t

0
f(xn(s),un(s))ds a.e. t ∈ I,

−u̇n(t) ∈NC(t)(un(t)) +g(xn(t),un(t), zn(t)) a.e. t ∈ I,
zn(·) ∈W 1,2

Rd (I),
xn(0) = x0 ∈ domϕ(0, ·), un(0) = u0 ∈ C(0).

In conjunction with the modes of convergence mentioned above, thus, Proposition

3.2.1 produces

−ẋ(t) ∈ ∂ϕ(t,x(t)) +
∫ t

0
f(x(s),u(s))ds a.e. t ∈ I.

Observe that g is continuous. According to the previously mentioned modes of

convergence, it can be deduced that for a.e., t ∈ I

lim
n→∞‖g(xn(t),un(t), zn(t))−g(x(t),u(t), z(t))‖= 0.

In order to prove the second differential inclusion in (4.4.2), we then argue as in

Step 3 of Theorem 4.3.1 proof. Recall that for every n, there is η(·) ∈ L2
R(I) such

that

||u̇n(t) +g(xn(t),un(t), zn(t))|| ≤ η(t) for any t ∈ I.
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For all t ∈ I, the Clarke subdifferential ∂Cd(u(t),C(t)) is closed convex. This leads

to

u̇(t) +g(x(t),u(t), z(t)) ∈ −η(t)∂Cd(u(t),C(t))⊂−NC(t)(u(t)) a.e. t ∈ I,

with the help of the inclusion (2.8.3). As a result, for the dynamical system (4.4.2),

the unique solution associated with the control map z(·) is (x(·),u(·)). That is

completes the theorem’s proof.



Conclusion and future researches

In this thesis, we have been interested in some evolutionary problems for a partic-

ular class of differential inclusions in Hilbert spaces. Using Schauder’s fixed point

theorem, we have proved in the third chapter the well-posedness of a new differ-

ential inclusion of subdifferential type with integral perturbation. Then, we have

successfully proved theorems regarding coupled systems with fractional differential

equations. The ideas used there can be extended to the case of other fractional

systems and could provide some light on the analysis of fractional order systems in

optimal control theory.

A novel dynamical system coupled by two first-order differential inclusions has been

handled in the fourth chapter. The first differential inclusion in the system, is a

non-convex perturbed sweeping process, while the second one is driven by time-

dependent subdifferential operators with integral perturbation. We follow a dis-

cretization approach in our development. The corresponding well-posedness result

has been then used in optimal control theory. Among open problems are: the dy-

namical system of first-order mixed partially bounded variation sweeping process

involving differential inclusion of subdifferential type with new applications and the

study of numerical solution. Also, we aim in our future contributions to generalize

the established results to a more general setting: in Banach spaces for example.
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